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Abstract In this paper, we present a new approximate method for solving systems of nonlinear Fredholm integral equation. This method is based on, first, differentiating both sides of integral equations n times and then substituting the Taylor series of the unknown functions in the resulting equation and later, transforming to a matrix equation. By merging these results, a new system which corresponds to a system of linear algebraic equations is obtained. The solution of this system yields the Taylor coefficients of the solution function. Numerical results and comparisons with the exact solution are included to demonstrate the validity and applicability of the technique.
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1. Introduction

We are concerned with the systems of s nonlinear integral equations systems of Fredholm type in the form

\[ \sum_{j=1}^{m} a_{mj}(x) y_j(x) = f_m(x) + \int_{a}^{b} K_{mj}(x,t) \left[ y_j(t) \right]^n dt, \]

\( m = 1,2,\ldots,s; a \leq c \leq x \) (1a)

where \( a_{mj}(x)(m,j=1,2,\ldots,s) \) and \( f_m(x), K_{mj}(x,t) \) are functions having \( n \)th derivatives on an interval \( a \leq x, c \leq b \); and the solutions is expressed in the form

\[ y_m(x) = \sum_{n=0}^{N} \frac{y_m^{(n)}(c)}{n!}(x-c)^n, \]

\( m = 1,2,\ldots,s, a \leq x, c \leq b \) (2)

which is a Taylor polynomial of degree \( N \) at \( x=c \), where \( y_m^{(n)}(c), n=0,1,\ldots,N \) are the coefficients to be determined.

The literatures of systems of nonlinear integral equations contain few numerical method. So, many different methods have been used to approximate the solution of the integral equation system. On the grounds that few of these equations can be solved explicitly, it is often necessary to resort to numerical techniques which are appropriate combinations of numerical integration and interpolation [1,2]. Furthermore, there are also expansion methods for integral equations such as El-gendi’s, Wolfe’s and Galerkin methods [3]. Conversely, the solution of integral equations system which occurs in physics [4], biology [5] and engineering [6,7] is based on numerical integration methods such as Euler-Chebyshev [8] and Runge-Kutta [9] methods, and also in a recent research, the first-order linear Fredholm integral equations system is solved by using rationalized Haar functions method [10] and by Galerkin methods with hybrid functions [11].

Additionally, application of HPM (Homotopy Perturbation Method) and ADM (Adomian Decomposition Method) in nonlinear problems has been undertaken by scientists and engineers. In this paper, we consider Taylor method for solving nonlinear systems of Fredholm equations. This method has been presented by Kanwal and Liu [12] and then it has been extended by Sezer to Volterra integral equations [13] and to differential equations [14]. Similar approach has been used to solve linear Volterra-Fredholm integro-differential equations has been applied by Yalçınbaş and Sezer [15], nonlinear Volterra-Fredholm integral equations by Yalçınbaş [16], high-order linear differential equation system by [17,18] and nonlinear systems of volterra integral equations by Yalçınbaş and Erdem [21]. Thus, the presented method which is an expansion method has been proposed to obtain approximate solution and also analytical solution of systems of higher-order nonlinear integral equations.

2. Fundamental Relations and Solution Method

Let us first write the Eq. (1a) in the form

\[ E_m(x) = f_m(x) + F_m(x) \]

or

\[ E_m(x) = I_m(x), \quad m = 1,2,\ldots,s \] (1b)

so that
Here the expression $E_m(x)$ and $I_m(x)$, respectively, are called as the first part and second part (or integral part) of equation (1b). To obtain the solution of the given problem in the form of expression (2) we first differentiate equation (1a) equations $n$ times with respect to $x$ to obtain

$$E_m^{(n)}(x) = f_m^{(n)}(x) + F_m^{(n)}(x)$$  \hspace{1cm} (3)

or

$$E_m^{(n)}(x) = f_m^{(n)}(x), \quad m = 1, 2, ..., s$$

and then analyse the expressions $E_m(x)$ and $I_m(x)$.

### 2.1. Matrix Representation for the First Part

The expression $E_m^{(n)}(x)$ can be more clearly written as

$$E_m^{(n)}(x) = \sum_{j=1}^{s} a_{mj} (x) y_j(x), \quad m = 1, 2, ..., s; \quad n = 0, 1, 2, ..., N.$$  \hspace{1cm} (4)

Using the Leibnitz’s rule (dealing with differentiation of product of functions), simplifying $x=c$ into the resulting relation, we have

$$E_m^{(n)}(x) = \sum_{j=1}^{s} a_{mj} (x) y_j(x), \quad m = 1, 2, ..., s; \quad n = 0, 1, 2, ..., N.$$  \hspace{1cm} (5)

Here the $N+1$ unknown coefficients $y^{(0)}(c), y^{(1)}(c), ..., y^{(N)}(c) (j=1, 2, ..., s)$ are Taylor coefficients to be determined and $a_{mj}^{(i)}(c); \quad (m, j = 1, 2, ..., s)$, respectively, denote the values of the $i$th derivatives of the functions $a_{mj}(x)$ at $x = c$.

We now write the matrix form of expression (5) as

$$E = W \cdot Y$$  \hspace{1cm} (6)

where

$$Y = \begin{bmatrix} y_1^{(0)} & y_1^{(1)} & \cdots & y_1^{(N)} \\ y_2^{(0)} & y_2^{(1)} & \cdots & y_2^{(N)} \\ \vdots & \vdots & \ddots & \vdots \\ y_s^{(0)} & y_s^{(1)} & \cdots & y_s^{(N)} \end{bmatrix}^T$$

and

$$W = \begin{bmatrix} W_{11} & W_{12} & \cdots & W_{1s} \\ W_{21} & W_{22} & \cdots & W_{2s} \\ \vdots & \vdots & \ddots & \vdots \\ W_{s1} & W_{s2} & \cdots & W_{ss} \end{bmatrix}$$

the elements of which are defined by

$$W_{ij} = \begin{bmatrix} (W_{11})_{00} & (W_{11})_{01} & \cdots & (W_{11})_{0s} \\ (W_{11})_{10} & (W_{11})_{11} & \cdots & (W_{11})_{1s} \\ \vdots & \vdots & \ddots & \vdots \\ (W_{11})_{s0} & (W_{11})_{s1} & \cdots & (W_{11})_{ss} \end{bmatrix}, \quad \vdots, \quad W_{1s} = \begin{bmatrix} (W_{1s})_{00} & (W_{1s})_{01} & \cdots & (W_{1s})_{0s} \\ (W_{1s})_{10} & (W_{1s})_{11} & \cdots & (W_{1s})_{1s} \\ \vdots & \vdots & \ddots & \vdots \\ (W_{1s})_{s0} & (W_{1s})_{s1} & \cdots & (W_{1s})_{ss} \end{bmatrix}$$

$$W_{21} = \begin{bmatrix} (W_{21})_{00} & (W_{21})_{01} & \cdots & (W_{21})_{0s} \\ (W_{21})_{10} & (W_{21})_{11} & \cdots & (W_{21})_{1s} \\ \vdots & \vdots & \ddots & \vdots \\ (W_{21})_{s0} & (W_{21})_{s1} & \cdots & (W_{21})_{ss} \end{bmatrix}, \quad \vdots, \quad W_{2s} = \begin{bmatrix} (W_{2s})_{00} & (W_{2s})_{01} & \cdots & (W_{2s})_{0s} \\ (W_{2s})_{10} & (W_{2s})_{11} & \cdots & (W_{2s})_{1s} \\ \vdots & \vdots & \ddots & \vdots \\ (W_{2s})_{s0} & (W_{2s})_{s1} & \cdots & (W_{2s})_{ss} \end{bmatrix}$$

$$W_{s1} = \begin{bmatrix} (W_{s1})_{00} & (W_{s1})_{01} & \cdots & (W_{s1})_{0s} \\ (W_{s1})_{10} & (W_{s1})_{11} & \cdots & (W_{s1})_{1s} \\ \vdots & \vdots & \ddots & \vdots \\ (W_{s1})_{s0} & (W_{s1})_{s1} & \cdots & (W_{s1})_{ss} \end{bmatrix}, \quad \vdots, \quad W_{ss} = \begin{bmatrix} (W_{ss})_{00} & (W_{ss})_{01} & \cdots & (W_{ss})_{0s} \\ (W_{ss})_{10} & (W_{ss})_{11} & \cdots & (W_{ss})_{1s} \\ \vdots & \vdots & \ddots & \vdots \\ (W_{ss})_{s0} & (W_{ss})_{s1} & \cdots & (W_{ss})_{ss} \end{bmatrix}$$  \hspace{1cm} (7)

The values $(W_{mn})_{ij}, (n,m=1,2,\ldots,s;i,j=0,1,2,\ldots,N)$ are defined by
\[ (W_{11})_j = \begin{pmatrix} a_{11}^{(i-j)}(c), & (W_{12})_j = \begin{pmatrix} a_{12}^{(i-j)}(c), & \ldots, & (W_{1s})_j = \begin{pmatrix} a_{1s}^{(i-j)}(c) \end{pmatrix} \\

\vdots & \vdots & \vdots \\

(W_{s1})_j = \begin{pmatrix} a_{s1}^{(i-j)}(c), & (W_{s2})_j = \begin{pmatrix} a_{s2}^{(i-j)}(c), & \ldots, & (W_{ss})_j = \begin{pmatrix} a_{ss}^{(i-j)}(c) \end{pmatrix} \end{pmatrix} \end{pmatrix} \] (8)

Note in Eq. (8) that for \( l < 0 \)

\[ a_{ij}^{(l)}(c) = 0, \quad i, j = 0, 1, 2, \ldots, s \]

and for \( j < 0 \) and \( j > i \), \( \begin{pmatrix} i \end{pmatrix}_j = 0 \), where \( i, j \) and \( l \) are integers. In this case, in Eq. (8), for

\[ \begin{pmatrix} (W_{11})_{00} & (W_{11})_{01} & \ldots & (W_{11})_{0s} \\
(W_{11})_{10} & (W_{11})_{11} & \ldots & (W_{11})_{1s} \\
\vdots & \vdots & \ddots & \vdots \\
(W_{11})_{s0} & (W_{11})_{s1} & \ldots & (W_{11})_{ss} \\
(W_{s1})_{00} & (W_{s1})_{01} & \ldots & (W_{s1})_{0s} \\
\vdots & \vdots & \ddots & \vdots \\
(W_{s1})_{s0} & (W_{s1})_{s1} & \ldots & (W_{s1})_{ss} \end{pmatrix} \]

\[ W = \]

2.2. Matrix Representation for the Integral Part

The expression \( I_m^{(n)}(x) \) can be more clearly written as

\[ I_m^{(n)}(x) = J_m^{(n)}(x) + I_m^{(n)}(x) \] (10)

or

\[ I_m^{(n)}(x) = J_m^{(n)}(x) + \sum_{j=1}^{h} \frac{h}{\alpha_n} K_{mj}(x,t) J_j(t) dt, \]

\[ m = 1, 2, \ldots, s. \]

First, we put \( x=c \) in relation (10), thereby in expression (11), become

\[ J_m^{(n)}(c) = J_m^{(n)}(c) + \sum_{j=1}^{h} \frac{h}{\alpha_n} K_{mj}(x,t) J_j(t) dt, \]

\[ m = 1, 2, \ldots, s. \]

Thereby in expression (11) and then substitute the Taylor expansion of \( Y_1(t), Y_2(t), \ldots, Y_s(t) \) at \( t=c \), i.e.

\[ Y_j(t) = \sum_{k=0}^{\infty} \frac{1}{k!} Y_j^{(k)}(c)(t-c)^k, \quad i = 1, 2, \ldots, s \] (12)

in the resulting relation. Thus, expression (10) become

\[ J_1^{(n)}(c) = J_1^{(n)}(c) + \sum_{k=0}^{\infty} \frac{1}{k!} T_{nk} Y_1^{(k)}(c) + \sum_{k=0}^{\infty} \frac{1}{k!} T_{nk}^{2} Y_2^{(k)}(c) + \ldots + \sum_{k=0}^{\infty} \frac{1}{k!} T_{nk}^{s} Y_s^{(k)}(c) \]

\[ J_2^{(n)}(c) = J_2^{(n)}(c) + \sum_{k=0}^{\infty} \frac{1}{k!} T_{nk}^{2} Y_1^{(k)}(c) + \sum_{k=0}^{\infty} \frac{1}{k!} T_{nk}^{3} Y_2^{(k)}(c) + \ldots + \sum_{k=0}^{\infty} \frac{1}{k!} T_{nk}^{s} Y_s^{(k)}(c) \]

\[ \vdots \]

\[ J_s^{(n)}(c) = J_s^{(n)}(c) + \sum_{k=0}^{\infty} \frac{1}{k!} T_{nk}^{s} Y_1^{(k)}(c) + \sum_{k=0}^{\infty} \frac{1}{k!} T_{nk}^{s} Y_2^{(k)}(c) + \ldots + \sum_{k=0}^{\infty} \frac{1}{k!} T_{nk}^{s} Y_s^{(k)}(c) \] (13)

where

\[ mT_{nk} = \frac{1}{k!} \int_{a}^{h} \left( t-c \right)^{k} K_{mj}(x,t) \frac{1}{\alpha_n} \left( t-c \right)^{k} dt, \]

The quantities \( (Y_j(t))^{(k)}(k=0,1,2,\ldots) \) can be found from the relation
If we take $n,k=0,1,2,...,N$, then equation (13) becomes a system of equation which is a system of $(N+1)$ nonlinear equations for the $(N+1)$ unknowns $y_i^{(0)}, y_j^{(1)},..., y_k^{(N)}$, $y_2^{(0)}, y_2^{(1)},..., y_2^{(N)}$, ..., $y_s^{(0)}, y_s^{(1)},..., y_s^{(N)}$, where $j=0,1,...,s$. These can be solved numerically by standard methods.

In this situation matrix representation for the integral part can be put in a matrix form as

$$I = F + T Y^*$$

where the matrices $Y$, $Y^*$, $F$ and $T$ are defined by

$$Y = \begin{bmatrix} y_1^{(0)} & y_1^{(1)} & \cdots & y_1^{(N)} & y_2^{(0)} & y_2^{(1)} & \cdots & y_2^{(N)} & \cdots & y_s^{(0)} & y_s^{(1)} & \cdots & y_s^{(N)} \end{bmatrix}^T$$

$$Y^* = \begin{bmatrix} y_1^{(0)} & y_1^{(1)} & \cdots & y_1^{(N)} & y_2^{(0)} & y_2^{(1)} & \cdots & y_2^{(N)} & \cdots & y_s^{(0)} & y_s^{(1)} & \cdots & y_s^{(N)} \end{bmatrix}^T$$

$$F = \begin{bmatrix} f_1^{(0)}(c) & f_1^{(1)}(c) & \cdots & f_1^{(N)}(c) & f_2^{(0)}(c) & f_2^{(1)}(c) & \cdots & f_2^{(N)}(c) & \cdots & f_s^{(0)}(c) & f_s^{(1)}(c) & \cdots & f_s^{(N)}(c) \end{bmatrix}^T$$

$$T = \begin{bmatrix} T_{11} & T_{12} & \cdots & T_{1s} \\ T_{21} & T_{22} & \cdots & T_{2s} \\ \vdots & \vdots & \ddots & \vdots \\ T_{s1} & T_{s2} & \cdots & T_{ss} \end{bmatrix}$$

The matrices $T_{nk}(n,k=1,2,...,s)$ are defined by

$$T_{11} = \begin{bmatrix} 1^{11}T_{00} & 1^{11}T_{01} & \cdots & 1^{11}T_{0N} \\ 1^{11}T_{10} & 1^{11}T_{11} & \cdots & 1^{11}T_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ 1^{11}T_{N0} & 1^{11}T_{N1} & \cdots & 1^{11}T_{NN} \end{bmatrix}$$

$$T_{21} = \begin{bmatrix} 2^{21}T_{00} & 2^{21}T_{01} & \cdots & 2^{21}T_{0N} \\ 2^{21}T_{10} & 2^{21}T_{11} & \cdots & 2^{21}T_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ 2^{21}T_{N0} & 2^{21}T_{N1} & \cdots & 2^{21}T_{NN} \end{bmatrix}$$

$$T_{s1} = \begin{bmatrix} s^{1s}T_{00} & s^{1s}T_{01} & \cdots & s^{1s}T_{0N} \\ s^{1s}T_{10} & s^{1s}T_{11} & \cdots & s^{1s}T_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ s^{1s}T_{N0} & s^{1s}T_{N1} & \cdots & s^{1s}T_{NN} \end{bmatrix}$$

$$T_{12} = \begin{bmatrix} 1^{12}T_{00} & 1^{12}T_{01} & \cdots & 1^{12}T_{0N} \\ 1^{12}T_{10} & 1^{12}T_{11} & \cdots & 1^{12}T_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ 1^{12}T_{N0} & 1^{12}T_{N1} & \cdots & 1^{12}T_{NN} \end{bmatrix}$$

$$T_{22} = \begin{bmatrix} 2^{22}T_{00} & 2^{22}T_{01} & \cdots & 2^{22}T_{0N} \\ 2^{22}T_{10} & 2^{22}T_{11} & \cdots & 2^{22}T_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ 2^{22}T_{N0} & 2^{22}T_{N1} & \cdots & 2^{22}T_{NN} \end{bmatrix}$$

$$T_{s2} = \begin{bmatrix} s^{2s}T_{00} & s^{2s}T_{01} & \cdots & s^{2s}T_{0N} \\ s^{2s}T_{10} & s^{2s}T_{11} & \cdots & s^{2s}T_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ s^{2s}T_{N0} & s^{2s}T_{N1} & \cdots & s^{2s}T_{NN} \end{bmatrix}$$

$$T_{1s} = \begin{bmatrix} 1^{1s}T_{00} & 1^{1s}T_{01} & \cdots & 1^{1s}T_{0N} \\ 1^{1s}T_{10} & 1^{1s}T_{11} & \cdots & 1^{1s}T_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ 1^{1s}T_{N0} & 1^{1s}T_{N1} & \cdots & 1^{1s}T_{NN} \end{bmatrix}$$

$$T_{2s} = \begin{bmatrix} 2^{2s}T_{00} & 2^{2s}T_{01} & \cdots & 2^{2s}T_{0N} \\ 2^{2s}T_{10} & 2^{2s}T_{11} & \cdots & 2^{2s}T_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ 2^{2s}T_{N0} & 2^{2s}T_{N1} & \cdots & 2^{2s}T_{NN} \end{bmatrix}$$

$$T_{ss} = \begin{bmatrix} s^{ss}T_{00} & s^{ss}T_{01} & \cdots & s^{ss}T_{0N} \\ s^{ss}T_{10} & s^{ss}T_{11} & \cdots & s^{ss}T_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ s^{ss}T_{N0} & s^{ss}T_{N1} & \cdots & s^{ss}T_{NN} \end{bmatrix}$$
2.3. Fundamental Matrix Equations

Substituting the matrix forms (6) and (15) in expression of Eq. (3) at the point \( x = c \) we get the matrix form of Eq. (3) as

\[
WY = F + TY'
\]  
(16)

which is a fundamental equation for the integrals of system (1a).

Also, if some equations are linear in the system of (1a), the \( T \) matrix transforms \( T_1 \) matrix and \( T_2 \) matrix for respectively linear part of the system and the nonlinear part of the system.

Similarly, the \( W \) matrix transforms \( W_1 \) matrix and \( W_2 \) matrix for respectively linear part of the system and the nonlinear part of the system.

So (16) becomes

\[
W_1Y + W_2Y' = F + T_1Y + T_2Y'
\]  
(17)

From this nonlinear system, the unknown Taylor coefficients \( y_m(n)(c) \) \( n = 0, 1, ..., N \) are determined and substituted in (2), thus we get the Taylor series solution

\[
y_m(x) = \sum_{n=0}^{N} \frac{y_m(n)(c)}{n!}(x-c)^n, \quad m = 1, 2, ..., s. \]  
(18)

3. Accuracy of Solution

We can easily check the accuracy of the solution obtained in the form (18) as follows. Since the truncated Taylor series (18) or the corresponding polynomial expansion is an approximate solution of Eqs. (1a) and (1b), when the solution \( y_m(x) \) are substituted Eqs. (1a) and (1b), resulting equation must be satisfied approximately; that is, for \( x = x_r \in [a, b] \), \( r = 0, 1, 2, \ldots \)

\[
D(x_r) = |E_m(x_r) - f_m(x_r) - F_m(x_r)| \geq 0
\]

or

\[
D(x_r) \leq 10^{-k} \quad (k \text{ is any positive integer}).
\]

If \( \max(10^{5n}) = 10^k \) (\( k \) is any positive integer) is prescribed, then the truncation limit \( N \) is increased until the difference \( D(x_r) \) at each of the points \( x_r \) becomes smaller than the prescribed 10\(^{-k}\).

On the other hand, the error function can be estimated by

\[
D_N(x) = \int_a^b K_m(x, t)y_j(t)dt
\]

4. Numerical Illustrations

In this section we consider four examples of systems of Fredholm type to illustrate the use of presented method.

**Example 1.** Let us first consider the nonlinear Fredholm equation system [20] with two unknowns

\[
\begin{align*}
y_1(x) &= x - \frac{5}{18} + \frac{1}{3} \int_0^x y_1(t)dt + \frac{1}{3} y_2(t)dt \\
y_2(x) &= x^2 - \frac{2}{9} + \frac{1}{3} \int_0^x [y_1(t)]^2 dt + \frac{1}{3} y_2(t)dt
\end{align*}
\]  
(19)

and approximate the solution \( y_m(x) \) by the Taylor polynomial

\[
y_m(x) = \sum_{n=0}^{N} \frac{y_m(n)(0)(x)^n}{n!}, \quad (m = 1, 2)
\]

where \( a=0, b=1, c=0, N=3 \).

Then, we obtain the matrices \( W, F, T_1 \) and \( T_2 \) as

Using the matrices \( W, F, T_1 \) and \( T_2 \) we find coefficients \( y_m(0) \) are uniquely determined as
\[ \mathbf{Y} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 2 & 0 \end{bmatrix}^T. \]

By substituting the obtained coefficients in (18) the solution of (19) becomes

\[ y_1(x) = \frac{(0)x^0}{0!} + \frac{(1)x^1}{1!} + \frac{(0)x^2}{2!} + \frac{(0)x^3}{3!} = x \]

\[ y_2(x) = \frac{(0)x^0}{0!} + \frac{(0)x^1}{1!} + \frac{(2)x^2}{2!} + \frac{(0)x^3}{3!} = x^2 \]

which are the exact solutions.

**Example 2.** Consider the nonlinear Fredholm equation system:

\[ 2x^3 y_1(x) - y_2(x) = f_1(x) + \int \left( x^2 + x \right) \left[ y_2(t) \right]^2 \, dt, \]

\[ y_1(x) + \left( x^2 + x \right) y_2(x) = f_2(x) + \int (x-t)^2 y_1(t) \, dt + \int (x-t)^2 y_2(t) \, dt. \]  

(20)

where

\[ f_1(x) = 2x^7 + 2x^3 - \frac{41}{20} x^2 + \frac{3}{2} x - \frac{3}{140} \]

\[ f_2(x) = 3x^4 + x^3 - \frac{27}{60} x^2 + \frac{77}{60} x + \frac{929}{1680} \]

and approximate the solution \( y_n(x) \) by the Taylor polynomial

\[ y_m(x) = \sum_{n=0}^{3} \frac{1}{n!} y_m^{(n)}(0)(x)^n, \quad (m = 1, 2) \]

Then, we obtain the matrices \( \mathbf{W}, \mathbf{F}, \mathbf{T}_1 \) and \( \mathbf{T}_2 \) as

\[ \mathbf{W} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]

\[ \mathbf{T}_1 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]

\[ \mathbf{T}_2 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]

By substituting the obtained coefficients in (17), we find the unknown coefficients \( y_m^{(n)}(0) \) as

\[ \mathbf{Y} = \begin{bmatrix} 1 & 0 & 0 & 0 & 24 & 0 & 0 & 0 & -\frac{3}{2} & 4 & 0 & 0 & 0 & 0 \end{bmatrix}^T \]

We get the approximate solution of problem (21) for \( c=0, N=6 \) as

\[ y_1(x) = \frac{(1)}{0!} x^0 + \frac{(0)}{1!} x^1 + \frac{(0)}{2!} x^2 + \frac{(0)}{3!} x^3 + \frac{(24)}{4!} x^4 + \frac{(0)}{5!} x^5 + \frac{(0)}{6!} x^6 = 1 + x^4 \]

\[ y_2(x) = \frac{(0)}{0!} x^0 + \frac{(\frac{3}{2})}{1!} x^1 + \frac{(4)}{2!} x^2 + \frac{(0)}{3!} x^3 + \frac{(0)}{4!} x^4 + \frac{(0)}{5!} x^5 + \frac{(0)}{6!} x^6 = -\frac{3}{2} x + 2 x^2 \]

**Example 3.** Consider the system of linear Fredholm integral equations

\[ xy_1(x) + e^{ax} y_2(x) = xe^{2x} + \int e^{-2t} y_1(t) \, dt \]

\[ e^{-2x} y_1(x) + 2xy_2(x) = -2xe^{-x} + \int e^{2t} \left[ y_2(t) \right]^2 \, dt \]

(21)

Following the previous procedures, we find the unknown coefficients \( y_m^{(n)}(0) \) as

\[ \mathbf{Y} = \begin{bmatrix} 1 & 2 & 4 & 8 & 16 & 32 & 64 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \end{bmatrix}^T. \]

We get the approximate solution of problem (21) for \( c=0, N=6 \) as

\[ y_1(x) = \frac{(1)}{0!} x^0 + \frac{(2)}{1!} x^1 + \frac{(4)}{2!} x^2 + \frac{(8)}{3!} x^3 + \frac{(16)}{4!} x^4 + \frac{(32)}{5!} x^5 + \frac{(64)}{6!} x^6. \]
Now let us find the solution of problem (21) taking $c=0$; $N=6,8,10,12,14$. The comparison of the solutions given above with exact solutions $y_1(x)=e^x$, $y_2(x)=e^{x^2}$ of the problem is given below in Table 1, Table 2 and Figure 1, Figure 4.

<p>| Table 1. Comparing the solutions of $y_1$ and $y_2$ which has been found for $N=6,8,10,12,14$ at Example 3 |
|---|---|---|---|---|---|---|---|</p>
<table>
<thead>
<tr>
<th>$i$</th>
<th>$x_i$</th>
<th>$y_1(x)=e^{x_1}$</th>
<th>$y_2(x)=e^{x^2}$</th>
<th>$c=0, N=6$</th>
<th>$c=0, N=8$</th>
<th>$c=0, N=10$</th>
<th>$c=0, N=12$</th>
<th>$c=0, N=14$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>2.0E-09</td>
<td>1E-10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>3.2E-07</td>
<td>2.5E-07</td>
<td>0</td>
<td>1E-09</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>6E-06</td>
<td>4.18E-08</td>
<td>2.9E-08</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>4.6172E-05</td>
<td>3.096E-07</td>
<td>4.01E-07</td>
<td>6.9E-10</td>
<td>2.0E-9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>2.2627E-04</td>
<td>1.4584E-06</td>
<td>3.058E-06</td>
<td>5.1E-09</td>
<td>2.7E-8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.6</td>
<td>8.3372E-04</td>
<td>5.1639E-06</td>
<td>1.613E-05</td>
<td>2.6E-08</td>
<td>2.07E-7</td>
<td>1E-10</td>
<td>2E-09</td>
</tr>
<tr>
<td>7</td>
<td>0.7</td>
<td>2.52361E-03</td>
<td>1.50143E-05</td>
<td>6.605E-05</td>
<td>1.039E-07</td>
<td>1.147E-6</td>
<td>5E-10</td>
<td>1E-08</td>
</tr>
<tr>
<td>8</td>
<td>0.8</td>
<td>6.61660E-03</td>
<td>3.79151E-05</td>
<td>2.24748E-04</td>
<td>3.423E-07</td>
<td>5.076E-6</td>
<td>2.9E-9</td>
<td>8.1E-08</td>
</tr>
<tr>
<td>9</td>
<td>0.9</td>
<td>1.55442E-02</td>
<td>8.52028E-05</td>
<td>6.39164E-04</td>
<td>9.789E-07</td>
<td>1.8898E-5</td>
<td>7.4E-9</td>
<td>3.8E-07</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>3.3500534E-02</td>
<td>1.761144E-04</td>
<td>1.754125E-03</td>
<td>2.5032E-06</td>
<td>6.139E-05</td>
<td>2.31E-8</td>
<td>1E-10</td>
</tr>
</tbody>
</table>

<p>| Table 2. Comparison of the error analysis of $y_1$ and $y_2$ which has been found for $N=6,8,10,12,14$ at Example 3 |
|---|---|---|---|---|---|</p>
<table>
<thead>
<tr>
<th>$i$</th>
<th>$x_i$</th>
<th>Error Analysis</th>
<th>$D(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>2.0E-09</td>
<td>1E-10</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>3.2E-07</td>
<td>2.5E-07</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>6E-06</td>
<td>4.18E-08</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>4.6172E-05</td>
<td>3.096E-07</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>2.2627E-04</td>
<td>1.4584E-06</td>
</tr>
<tr>
<td>6</td>
<td>0.6</td>
<td>8.3372E-04</td>
<td>5.1639E-06</td>
</tr>
<tr>
<td>7</td>
<td>0.7</td>
<td>2.52361E-03</td>
<td>1.50143E-05</td>
</tr>
<tr>
<td>8</td>
<td>0.8</td>
<td>6.61660E-03</td>
<td>3.79151E-05</td>
</tr>
<tr>
<td>9</td>
<td>0.9</td>
<td>1.55442E-02</td>
<td>8.52028E-05</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>3.3500534E-02</td>
<td>1.761144E-04</td>
</tr>
</tbody>
</table>

**Figure 1.** Comparison of the error analysis of $y_1$ for $N=6,8,10,12,14$

**Figure 2.** Comparison of the error analysis of $y_2$ for $6,8,10,12,14$
Example 4. Our last example is the nonlinear Fredholm equation system

$$
e^{-x^2} y_1(x) - e^x y_2(x) = f_1(x) + \frac{1}{0} 2e^x \left( y_2(t) \right) dt$$

$$\left( \cos x \right)^{-1} y_2(x) = f_2 \left( x \right) + \frac{1}{0} 8x^2 \left( y_2(t) \right)^2 dt$$

(22)

where

Table 3. Comparing the solutions of $y_1$ and $y_2$ which has been found for $N=6,8,10$ at Example 4

<table>
<thead>
<tr>
<th>i</th>
<th>$x_i$</th>
<th>$y_1(x_i)$</th>
<th>$y_2(x_i)$</th>
<th>$y_1(x_{i+1})$</th>
<th>$y_2(x_{i+1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.1, 0.8417</td>
<td>0.90831699</td>
<td>0.903017</td>
<td>0.903017</td>
</tr>
<tr>
<td>1</td>
<td>0.60807800</td>
<td>62198</td>
<td>0.903017</td>
<td>0.903017</td>
<td>0.903017</td>
</tr>
<tr>
<td>2</td>
<td>0.40890722</td>
<td>13077</td>
<td>0.8024106666</td>
<td>66666</td>
<td>0.8024106666</td>
</tr>
<tr>
<td>3</td>
<td>0.89432351</td>
<td>42106</td>
<td>0.7077306780</td>
<td>37586</td>
<td>0.7077306780</td>
</tr>
<tr>
<td>4</td>
<td>1.17372016</td>
<td>26185</td>
<td>0.6174056594</td>
<td>28571</td>
<td>0.6174056594</td>
</tr>
<tr>
<td>5</td>
<td>1.28431527</td>
<td>37818</td>
<td>0.5322801591</td>
<td>72222</td>
<td>0.5322801591</td>
</tr>
<tr>
<td>6</td>
<td>1.43339144</td>
<td>45219</td>
<td>0.4522937891</td>
<td>57143</td>
<td>0.4522937891</td>
</tr>
<tr>
<td>7</td>
<td>1.63231619</td>
<td>36044</td>
<td>0.3790938999</td>
<td>66666</td>
<td>0.3790938999</td>
</tr>
<tr>
<td>8</td>
<td>1.89648079</td>
<td>25154</td>
<td>0.30449</td>
<td>72116</td>
<td>0.30449</td>
</tr>
<tr>
<td>9</td>
<td>2.247907986</td>
<td>66666</td>
<td>0.2272875373</td>
<td>91169</td>
<td>0.2272875373</td>
</tr>
<tr>
<td>10</td>
<td>2.718281828</td>
<td>45905</td>
<td>0.1987611013</td>
<td>46413</td>
<td>0.1987611013</td>
</tr>
</tbody>
</table>

Table 4. Comparison of the error analysis of $y_1$ and $y_2$ which has been found for $N=6,8,10$ at Example 4

<table>
<thead>
<tr>
<th>i</th>
<th>$x_i$</th>
<th>$D_1(x_i)$</th>
<th>$D_1(x_{i+1})$</th>
<th>$D_2(x_i)$</th>
<th>$D_2(x_{i+1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>1.54E-10</td>
<td>3.6914E-05</td>
<td>0.45E-10</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>3.6914E-05</td>
<td>0.45E-10</td>
<td>3.6914E-05</td>
<td>0.45E-10</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>8.61E-05</td>
<td>0.192E-05</td>
<td>8.625E-05</td>
<td>0.192E-05</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>1.92E-04</td>
<td>0.321E-07</td>
<td>8.665E-10</td>
<td>0.521E-04</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>2.11E-04</td>
<td>0.235E-04</td>
<td>1.152E-08</td>
<td>0.235E-04</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>1.83E-04</td>
<td>0.193E-05</td>
<td>8.575E-08</td>
<td>0.193E-05</td>
</tr>
<tr>
<td>6</td>
<td>0.6</td>
<td>2.48E-04</td>
<td>0.382E-05</td>
<td>4.21E-07</td>
<td>0.382E-05</td>
</tr>
<tr>
<td>7</td>
<td>0.7</td>
<td>1.55E-03</td>
<td>0.196E-04</td>
<td>1.765E-06</td>
<td>0.196E-04</td>
</tr>
<tr>
<td>8</td>
<td>0.8</td>
<td>7.5E-04</td>
<td>0.272E-04</td>
<td>8.587E-06</td>
<td>0.272E-04</td>
</tr>
<tr>
<td>9</td>
<td>0.9</td>
<td>2.02E-02</td>
<td>0.652E-04</td>
<td>8.21E-05</td>
<td>0.652E-04</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>4.95E-02</td>
<td>0.123E-03</td>
<td>4.07E-05</td>
<td>0.123E-03</td>
</tr>
</tbody>
</table>

Figure 3. Comparison of the error analysis of $y_1$ for $N=6,8,10$.

Figure 4. Comparison of the error analysis of $y_2$ for $N=6,8,10$. 

$$f_1(x) = 1 - e^{-x} + (\cos 1 - \sin 1)e^{-1} - \cos x$$

$$f_2(x) = e^{-x} + x^2 \left( 2 \cos 2 - \sin 2 + 2 \right) e^{-2} - 3$$

Applying the previous procedures, we get the approximate solution of problem (22) for $c=0, N=6,8,10$.

The comparison of the solutions (for $c=0, N=6,8,10$) with exact solutions $y_1(x)=e^{-x}$, $y_2(x)=e^{-x} \cos x$ of the problem is given in Table 3, Table 4 and Figure 3, Figure 4.
5. Conclusions

In this paper a new approximate method is used to solve nonlinear systems of Fredholm integral equations. We described the method, used in four test problems, and compared the results with their exact solutions in order to demonstrate the validity and applicability of the method. The method can be developed and applied to another high-order linear and nonlinear integro-differential equation systems with variable coefficients.
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