Solution of Singularly Perturbed Differential Difference Equations Using Higher Order Finite Differences
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Abstract In this paper, we discuss the solution of singularly perturbed differential-difference equations exhibiting dual layer using the higher order finite differences. First, the second order singularly perturbed differential-difference equations is replaced by an asymptotically equivalent second order singular perturbed ordinary differential equation. Then, fourth order stable finite difference scheme is applied to get a three term recurrence relation which is easily solved by Thomas algorithm. Some numerical examples have been solved to validate the computational efficiency of the proposed numerical scheme. To analyze the effect of the parameters on the solution, the numerical solution has also been plotted using graphs. The error bound and convergence of the method have also been established.
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1. Introduction

A class of functional differential equations which have the characteristics of both classes i.e., delay and/or advanced and singularly perturbed behaviour are known as Singularly Perturbed Differential-Difference Equations (SPDDEs). These differential-difference equation models have richer mathematical framework for the analysis of bio system dynamics, compared with ordinary differential equations. Also, they exhibit better consistency with the nature of the underlying process and predictive results. SPDDEs provide mathematical models in optics, physiology, mechanics, epidemiology, neural networks as well as many other applications Ref. [1,2,3,4]. As a result, numerical treatment of SPDDEs has received a great deal of attention. Stein [5] gave stochastic effects due to neuronal excitation with help of a model that represents a differential-difference equation. Lange and Miura [6,7,8,9,10] published a series of papers to study the numerical solution of SPDDEs. They extended the matched asymptotic expansions, initially developed for ordinary differential equations, to obtain approximate solutions to differential difference equations. The same authors [7] extended the problems involving boundary and interior layer phenomenon, rapid oscillations and resonance behaviour in [6] and [10] to the problems having solutions which exhibit turning point behaviour i.e., transition regions between rapid oscillations and exponential behaviour. Kadalbajoo and Sharma [11] devised a finite difference scheme to obtain the solution for singularly perturbed differential difference equations of mixed type i.e., which contain negative as well as positive shifts. The same authors [12] described a numerical approach based on finite difference method to solve a mathematical model arising from neuronal variability. Sharma and Kaushik [13] discussed two approaches, namely, fitted operator and fitted mesh method to solve SPDDEs with small delay as well as advanced, with layer behaviour. Amiraliyev and Cimen [14] used an exponentially fitted difference scheme on uniform mesh, accomplished by the method of integral identities, for linear second order delay differential equations. Prathima and Sharma [15] presented a numerical method to solve SPDDEs with negative shift and isolated turning point at x=0. Chakravarthy and Rao [16] presented a modified fourth order Numerov method for solving SPDDEs of mixed type.

With this motivation, in this paper, we discuss the solution of singularly perturbed differential-difference equations exhibiting dual layer using the higher order finite differences. First, the second order singularly perturbed differential-difference equations is replaced by an asymptotically equivalent second order singular perturbed ordinary differential equation. Then, fourth order stable finite difference scheme is applied to get a three term recurrence relation which is easily solved by Thomas algorithm. Some numerical examples have been solved to validate the computational efficiency of the proposed numerical scheme. To analyze the effect of the parameters on the solution, the numerical solution has also been plotted using graphs. The error bound and convergence of the method have also been established.

2. Description of the Method
Consider the singularly perturbed differential difference equation of mixed type, i.e., with delay as well as advance parameters of the form:

\[ e^2 y''(x) + a(x)y(x - \delta) + c(x)y(x) + b(x)y(x + \eta) = f(x) \]

(1)

\[ \forall x \in (0,1) \text{ and subject to the interval and boundary conditions} \]

\[ y(x) = \phi(x), \text{ on } -\delta \leq x \leq 0 \]

(2)

\[ y(x) = \gamma(x), \text{ on } 1 \leq x \leq 1 + \eta \]

(3)

where \( a(x), b(x), c(x), f(x), \phi(x) \) and \( \gamma(x) \) are bounded and continuously differentiable functions on \((0,1), 0 < \varepsilon < \delta \) is the singular perturbation parameter; and \( 0 < \delta = o(\varepsilon) \) and \( 0 < \eta = o(\varepsilon) \) are the delay and the advance parameters respectively.

Using Taylor series expansion in the neighborhood of the point \( x \), we have

\[ y(x - \delta) = y(x) - \delta y'(x) \]

(4)

\[ y(x + \eta) = y(x) + \eta y'(x) \]

(5)

Substituting (4) and (5) into Eq. (1), we obtain an asymptotically equivalent singularly perturbed boundary value problem of the form:

\[ e^2 y''(x) + p(x)y'(x) + q(x)y(x) = f(x) \]

(6)

\[ y(0) = \phi_0 \]

(7)

\[ y(1) = \gamma_1 \]

(8)

where \( p(x) = \eta h(x) - \delta a(x) \)

and \( q(x) = a(x) + b(x) + c(x) \).

The transition from Eq.(1) to Eq. (6) is admitted, because of the condition that \( 0 < \delta << 1 \) and \( 0 < \eta << 1 \) are sufficiently small. Further details on the validity of this transition can be found in Elsgoltz’s and Norkin [17].

If \( a(x) + b(x) + c(x) \leq 0 \) on the interval \([0,1]\), then the solution of Eq. (1) exhibits boundary layers at both ends of the interval \([0,1]\), whereas it exhibits oscillatory behaviour for \( a(x) + b(x) + c(x) > 0 \). Here, we have considered the first case where the solutions of the problem exhibit dual layers. Dividing the interval \([0,1]\) into \( N \) equal parts with constant mesh length \( h \), with mesh points: \( x_0 = 0, x_1, x_2, \ldots, x_N = 1 \), we have \( x_i = ih, \quad i = 0, 1, 2, \ldots, N \). Assuming that \( y(x) \) has continuous fourth derivatives on \([0,1]\) and by making use of Taylor’s expansion, we have the fourth order central differences:

\[ y_i^\prime = \frac{y_{i+1} - 2y_i + y_{i-1}}{h^2} - \frac{h^2}{12} y^{(4)}(\xi) + T_i \]

(9)

\[ y_i^\prime = \frac{y_{i+1} - 2y_i + y_{i-1}}{h^2} - \frac{h^2}{6} y^{(5)}(\xi) + T_2 \]

(10)

where \( T_i = -2h^4 y^{(6)}(\xi)/6! \) and \( T_2 = -h^4 y^{(5)}(\xi)/5! \) for \( \xi, \xi \in [x_i - h, x_i + h] \).

Substituting (9) and (10) into Eq. (6) we can write the central difference approximation of Eq.(6) in the form that includes all the \( o(h^2) \) error terms as follows:

\[
\begin{align*}
&\left[\frac{e^2}{h^2} \right] y_{i-1} + \left[ q_i - \frac{2e^2}{h^2} \right] y_i + \left[ \frac{e^2}{h^2} + \frac{p_i}{h^2} \right] y_{i+1} - \\
&\frac{h^2}{12} \left[ 2p_i y_i^\prime + e^2 y_i^{(4)} \right] + T = f_i \\
&\end{align*}
\]

(11)

where \( T = e^2 T_i + p_i T_2 \).

Now, from Eq.(6) we have

\[ e^2 y_i^\prime = -p_i y_i^\prime - q_i y_i + f_i \]

(12)

Differentiating both sides of (12), we get:

\[ e^2 y_i^{(4)} = -\left( p_i y_i^{(4)} + p_i y_i^\prime + q_i y_i^\prime + q_i y_i \right) + f_i \]

(13)

\[ e^2 y_i^{(4)} = -\left[ \frac{p_i y_i^{(4)}}{e^2} + \frac{p_i y_i^\prime}{e^2} + q_i y_i^\prime \right] + f_i \]

(14)

Using (13) and (14) into (11) we obtain

\[
\begin{align*}
&\left[\frac{e^2}{h^2} \right] y_{i-1} + \left[ q_i - \frac{2e^2}{h^2} \right] y_i + \left[ \frac{e^2}{h^2} + \frac{p_i}{h^2} \right] y_{i+1} - \\
&\frac{h^2}{12} \left[ \frac{p_i^2}{e^2} + \frac{p_i q_i}{e^2} + 2p_i + q_i \right] y_i + \frac{h^2}{12} \left[ \frac{p_i^2}{e^2} - \frac{p_i q_i}{e^2} + 2p_i + q_i \right] y_{i+1} \\
&\frac{h^2}{12} \left[ \frac{p_i^2}{e^2} + \frac{p_i q_i}{e^2} + 2p_i + q_i \right] y_{i-1} + T_i = f_i + \frac{h^2}{12} \left[ \frac{p_i f_i^\prime}{e^2} + f_i \right] \\
&\end{align*}
\]

(15)

Now, approximating the converted error term, which has a stabilizing effect, in (15) by using the central difference formulas (9) and (10) for \( y_i^\prime \) and \( y_i^{(4)} \) we obtain

\[
\begin{align*}
&\left[\frac{e^2}{h^2} \right] y_{i-1} + \left[ q_i - \frac{2e^2}{h^2} \right] y_i + \left[ \frac{e^2}{h^2} + \frac{p_i}{h^2} \right] y_{i+1} - \\
&\left[ \frac{p_i^2}{e^2} + \frac{p_i q_i}{e^2} + 2p_i + q_i \right] y_i + \frac{h^2}{12} \left[ \frac{p_i^2}{e^2} - \frac{p_i q_i}{e^2} + 2p_i + q_i \right] y_{i+1} \\
&\frac{h^2}{12} \left[ \frac{p_i^2}{e^2} + \frac{p_i q_i}{e^2} + 2p_i + q_i \right] y_{i-1} + T_i = f_i + \frac{h^2}{12} \left[ \frac{p_i f_i^\prime}{e^2} + f_i \right] + \bar{T} \\
&\end{align*}
\]

(16)

where

\[ \bar{T} = \frac{q_i}{e^2} + 2q_i^\prime + r_i \]

and

\[ \frac{q_i}{e^2} + q_i^\prime + r^\prime \]

\[ \frac{h^4}{144} y_i^{(4)} + \left( \frac{q_i q_i^\prime}{e^2} + \right) \]

\[ \frac{q_i q_i^\prime}{e^2} + q_i^\prime + 2r^\prime \]

\[ \frac{h^4}{72} y_i^{(5)} - T \]
is the truncation error and \( T = e^2T_1 + q_1T_2 = O(h^4) \).

Rearranging Eq. (16) we obtain the three term recurrence relation of the form
\[
E_iy_{i-1} - F_iy_i + G_iy_{i+1} = H_i,
\]
for \( i = 1 \) (1) N-1.

where
\[
E_i = \frac{e^2}{h^2} - \frac{p_i}{2h} + \frac{1}{12} \left( \frac{p_i^2}{e^2} + 2p'_i + q_i \right) - \frac{h}{24} \left( \frac{p_iq_i}{e^2} + p_iq_i + p'_i + 2q_i \right)
\]
\[
F_i = \frac{2e^2}{h^2} - q_i + \frac{1}{6} \left( \frac{p_i^2}{e^2} + 2p'_i + q_i \right) - \frac{h}{12} \left( \frac{p_iq_i}{e^2} + d_i \right)
\]
\[
G_i = \frac{e^2}{h^2} + \frac{p_i}{12} + \frac{1}{12} \left( \frac{p_i^2}{e^2} + 2p'_i + q_i \right) + \frac{h}{24} \left( \frac{p_iq_i}{e^2} + p_iq_i + p'_i + 2q_i \right)
\]
\[
H_i = f_i + \frac{h^2}{12} \left( \frac{p_iq_i}{e^2} + f'_i \right)
\]

This gives us the tri-diagonal system which can easily be solved by Thomas Algorithm.

### 3. Thomas Algorithm

We give a brief description of Thomas algorithm for solving the tri-diagonal system. Consider the system:
\[
E_iy_{i-1} - F_iy_i + G_iy_{i+1} = H_i
\]
for \( i = 1, 2, ..., N-1 \)

subject to the boundary conditions
\[
y_0 = y(0) = \phi_0
\]
\[
y_N = y(1) = \gamma_1
\]

We set
\[
y_i = W_iy_{i+1} + T_i
\]
for \( i = N-1, N-2, ..., 2, 1 \)

where \( W_i = W(x_i) \) and \( T_i = T(x_i) \) which are to be determined.

From (21), we have:
\[
y_{i-1} = W_{i-1}y_i + T_{i-1}
\]

By substituting (22) in (18) and comparing with (21) we get the recurrence relations:
\[
W_i = \frac{G_i}{F_i - E_iW_{i-1}}
\]
\[
T_i = \frac{E_iT_{i-1} - H_i}{F_i - E_iW_{i-1}}
\]

To solve these recurrence relations for \( i = 1, 2, ..., N-1 \), we need the initial conditions for \( W_0 \) and \( T_0 \). For this we take \( y_0 = \phi_0 = W_0y_1 + T_0 \). We choose \( W_0 = 0 \) so that the value of \( T_0 = \phi_0 \). With these initial values, we compute \( W_i \) and \( T_i \) for \( i = 1,2,...N-1 \) from (23) and (24) in forward process, and then obtain \( y_i \) in the backward process from (20) and (21).

### 4. Error Analysis

In this section we discuss the error analysis of the method. Writing the tri-diagonal system (18) in matrix-vector form, we get
\[
AY = C
\]
where, \( A = (m_{i,j}) \), \( 1 \leq i, j \leq N-1 \) is a tri diagonal matrix of order \( N-1 \), with
\[
m_{i,i+1} = -e^2 - \frac{h}{2} p_i - \frac{h^3}{24} \left( \frac{p_i^2}{e^2} + 2p'_i + q_i \right) + \frac{h^3}{24} \left( \frac{p_iq_i}{e^2} + p_iq_i + p'_i + 2q_i \right)
\]
\[
m_{i,i} = 2e^2 - h^2 q_i + \frac{h^3}{6} \left( \frac{p_i^2}{e^2} + 2p'_i + q_i \right) - \frac{h^3}{24} \left( \frac{p_iq_i}{e^2} + d_i \right)
\]
\[
m_{i,i-1} = -e^2 - \frac{h}{2} p_i - \frac{h^3}{24} \left( \frac{p_i^2}{e^2} + 2p'_i + q_i \right) + \frac{h^3}{24} \left( \frac{p_iq_i}{e^2} + p_iq_i + p'_i + 2q_i \right)
\]
and \( C = (d_i) \) is a column vector with
\[
d_i = -h^2 f_i - \frac{h^4}{12} \left( \frac{p_iq_i}{e^2} + f'_i \right), \quad \text{where} \quad i = 1,2,...N-1
\]
with local truncation error
\[
T_i(h) = h^6 K + o(h^7)
\]
where
\[
K = -\frac{1}{144} \left( \frac{p_i^2}{e^2} + 2p'_i + q_i \right) y_i^{(4)} - \frac{1}{72} \left( \frac{p_iq_i}{e^2} + p_iq_i + p'_i + 2q_i \right) y_i^{(6)}
\]

We also have
\[
A\bar{Y} = T(h) = C
\]
where \( \bar{Y} = (\bar{y}_0, \bar{y}_1, \bar{y}_2, ..., \bar{y}_N)^T \) denotes the actual solution and
\( T(h) = (T_1(h), T_2(h), \ldots, T_N(h))^T \) is the local truncation error.

From (26) and (28), we get
\[
A \left( \overline{y} - Y \right) = T(h)
\]

(29)

Thus, we obtain the error equation
\[
AE = T(h)
\]

(30)

where \( E = \overline{y} - Y = (e_0, e_1, e_2, \ldots, e_N)^T \).

Let \( S_i \) be the sum of elements of the \( i \)th row of \( A \), then we have
\[
S_i = \varepsilon^2 + \frac{h}{2} p_i + \frac{h^2}{6} \left( \frac{p_i}{2 \varepsilon^2} + p_i' + \frac{p_i q_i}{4 \varepsilon^2} - \frac{1}{2} d_i \right) + \frac{h^3}{12} \left( \frac{p_i p_i'}{2 \varepsilon^2} + \frac{1}{2} p_i'^2 + q_i \right) - \frac{h^4}{12} \left( \frac{p_i q_i}{\varepsilon^2} - q_i' \right) + O(h^5)
\]

for \( i = 1 \)

\[
S_i = -\varepsilon^2 q_i - \frac{h^2}{12} \left( \frac{p_i q_i}{\varepsilon^2} - q_i' \right) + O(h^3)
\]

for \( i = 2, 3, \ldots, N-2 \)

\[
S_i = \varepsilon^2 - \frac{h}{2} p_i + \frac{h^2}{6} \left( \frac{1}{2 \varepsilon^2} \left( \frac{p_i + 1}{2 \varepsilon^2} - \frac{11}{2} \varepsilon^2 q_i \right) - \frac{h^3}{12} \left( \frac{p_i p_i'}{\varepsilon^2} + \frac{1}{2} p_i'^2 + \frac{1}{2} p_i'^2 + 2q_i \right) \right) + O(h^4)
\]

for \( i = N-1 \)

and \( C = (d_i) \) is a column vector with
\[
d_i = -\varepsilon^2 f_i - \frac{h^2}{12} \left( \frac{p_i f_i}{\varepsilon^2} + f_i' \right), \quad i = 1, 2, \ldots, N-1
\]

with local truncation error
\[
T_i(h) = \varepsilon^2 \left[ -\frac{1}{144} \left( \frac{p_i^2}{\varepsilon^2} + 2p_i' + q_i \right) y_i^{(4)} + \frac{1}{72} \left( \frac{p_i p_i'}{\varepsilon^2} + \frac{p_i q_i}{\varepsilon^2} + p_i'^2 + 2q_i' \right) y_i' \right] + o(h^7)
\]

Since \( 0 < \varepsilon \ll 1 \) and \( \delta = o(\varepsilon) \), for sufficiently small \( h \) the matrix \( A \) is irreducible and monotone Ref. [18].

Then it follows that \( A^{-1} \) exists and its elements are non-negative.

Hence, from Eq. (30), we get
\[
E = A^{-1} T(h)
\]

(31)

and
\[
\|E\| \leq \|A^{-1}\| \cdot \|T(h)\|
\]

(32)

Let \( \bar{m}_{k,i} \) be the \((k,i)^{th}\) element of \( A^{-1} \). Since \( \bar{m}_{k,i} \geq 0 \), from the theory of matrices we have
\[
\sum_{i=1}^{N-1} \bar{m}_{k,i} S_i = 1, \quad k = 1, 2, \ldots, N-1
\]

(33)

Therefore,
\[
\sum_{i=1}^{N-1} m_{k,i} S_i \leq \frac{1}{\min_{i \leq i \leq N-1} \bar{m}_{k,i}} = \frac{1}{h^2 |q_i|}
\]

(34)

We define \( \|A^{-1}\| = \max_{1 \leq i \leq N-1} \sum_{i=1}^{N-1} |\bar{m}_{k,i}| \) and
\[
\|T(h)\| = \max_{1 \leq i \leq N-1} |T_i(h)|.
\]

From (23), (27), (28) and (30), we get
\[
e_j = \sum_{i=1}^{N-1} \bar{m}_{k,i} T_i(h), \quad j = 1, 2, 3, \ldots, N-1
\]

which implies
\[
e_j \leq \frac{h^6 K}{h^2 |q_i|} = \frac{h^2 K}{|B_0|}, \quad j = 1, 2, \ldots, N-1
\]

(35)

where
\[
K = -\frac{1}{144} \left( \frac{p_i^2}{\varepsilon^2} + 2p_i' + q_i \right) y_i^{(4)}
\]

and
\[
\bar{m}_{k,i} = -\frac{1}{72} \left( \frac{p_i p_i'}{\varepsilon^2} + \frac{p_i q_i}{\varepsilon^2} + p_i'^2 + 2q_i' \right) y_i'\]

Therefore, \( \|E\| = o(h^4) \)

Hence, the method gives a fourth order convergence for uniform mesh as given in Ref. [19].

5. Numerical Examples

To validate the computational efficiency of the scheme, we have applied it to two cases of the problem (1)-(2,3). These cases have been chosen because they have been widely discussed in literature and because approximate solutions are available for comparison.

\[
\varepsilon^2 y''(x) + a(x) y(x - \delta) + c(x) y(x) + b(x) y(x + \eta) = f(x)
\]

\[\forall x \in (0,1)\] and subject to the conditions
\[
y(x) = \phi(x), \quad -\delta \leq x \leq 0
\]
\[
y(x) = \gamma(x), \quad 0 \leq x \leq 1 + \eta
\]

The exact solution of such boundary value problems having constant coefficients (i.e. \( a(x) = a, \quad b(x) = b, \quad c(x) = c, \quad f(x) = f, \quad \phi(x) = \phi \) and \( \gamma(x) = \gamma \) are constants) is given by:
\[
y(x) = \left( (1 - a - b - c) \exp(m_2 - 1) \exp(m_1) - (1 - a - b) \exp(m_1) - 1 \exp(m_1) \right) \exp(m_2) \left( (a + b + c) \exp(m_1) - \exp(m_2) \right) + 1 / (a + b + c)
\]

where
\[
m_1 = \left[ (a \delta - b \eta) + \sqrt{(b \eta - a \delta)^2 - 4 \varepsilon^2 (a + b + c)} \right] / 2 \varepsilon^2
\]
Example 1: Consider the model problem given by equations (1)-(3) with

\[
m_2 = \frac{(a \delta - b \eta) - \sqrt{(b \eta - a \delta)^2 - 4\varepsilon^2(a + b + c)}}{2\varepsilon^2}
\]

\[a(x) = -2, \ b(x) = -2, \ c(x) = -1,
\]
\[f(x) = 1, \ \varphi(x) = 1, \ \gamma(x) = 0.
\]

The exact solution of the problem is given by Eq. (36). The numerical results are given in Table 1-Table 4 for \(\varepsilon = 0.1, \ 0.01\) and different values of the delay and advance parameters.

**Table 1. Numerical solution of Example 1 for \(\varepsilon = 0.1\); \(\delta = 0.07\) and \(N = 100\)**

<table>
<thead>
<tr>
<th>(x)</th>
<th>(\eta = 0.00)</th>
<th>(\eta = 0.03)</th>
<th>(\eta = 0.06)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.0000000</td>
<td>1.0000000</td>
<td>1.0000000</td>
</tr>
<tr>
<td>0.01</td>
<td>0.6852994</td>
<td>0.6851608</td>
<td>0.7187086</td>
</tr>
<tr>
<td>0.03</td>
<td>0.2816988</td>
<td>0.2816195</td>
<td>0.3384816</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>1.00</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
</tbody>
</table>

**Table 2. Numerical solution of Example 1 for \(\varepsilon = 0.1\); \(\eta = 0.05\) and \(N = 100\)**

<table>
<thead>
<tr>
<th>(x)</th>
<th>(\delta = 0.00)</th>
<th>(\delta = 0.03)</th>
<th>(\delta = 0.06)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.0000000</td>
<td>1.0000000</td>
<td>1.0000000</td>
</tr>
<tr>
<td>0.01</td>
<td>0.8032996</td>
<td>0.8031978</td>
<td>0.7781023</td>
</tr>
<tr>
<td>0.03</td>
<td>0.5011945</td>
<td>0.5011290</td>
<td>0.4497160</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>1.00</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
</tbody>
</table>

**Table 3. Numerical solution of Example 1 for \(\varepsilon = 0.01\); \(\eta = 0.005\) and \(N = 100\)**

<table>
<thead>
<tr>
<th>(x)</th>
<th>(\delta = 0.00)</th>
<th>(\delta = 0.03)</th>
<th>(\delta = 0.06)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.0000000</td>
<td>1.0000000</td>
<td>1.0000000</td>
</tr>
<tr>
<td>0.02</td>
<td>-0.1717803</td>
<td>-0.1663522</td>
<td>0.1909078</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>1.00</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
</tr>
</tbody>
</table>
Example 2: Consider the model problem given by equations (1)-(3) with
\[ a(x) = 0.25, \quad b(x) = 0.25, \quad c(x) = -1, \]
\[ f(x) = 1, \quad \varphi(x) = 1, \quad \gamma(x) = 0. \]

The exact solution of the problem is given by Eq. (36). The numerical results are given in Table 5.

<table>
<thead>
<tr>
<th>( x )</th>
<th>( \eta = 0.00 )</th>
<th></th>
<th>( \eta = 0.03 )</th>
<th></th>
<th>( \eta = 0.06 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
</tr>
<tr>
<td>0.01</td>
<td>0.81834560</td>
<td>0.81833354</td>
<td>0.8088641</td>
<td>0.8088533</td>
<td>0.7988828</td>
</tr>
<tr>
<td>0.02</td>
<td>0.48741031</td>
<td>0.47383371</td>
<td>0.4624101</td>
<td>0.4623817</td>
<td>0.4362809</td>
</tr>
<tr>
<td>0.03</td>
<td>0.19593530</td>
<td>0.1955554</td>
<td>0.1587787</td>
<td>0.1587372</td>
<td>0.1207850</td>
</tr>
<tr>
<td>0.04</td>
<td>0.06226595</td>
<td>0.0623151</td>
<td>-0.1073082</td>
<td>-0.1073590</td>
<td>-0.1537044</td>
</tr>
<tr>
<td>0.05</td>
<td>0.2986025</td>
<td>0.29865957</td>
<td>-0.3404761</td>
<td>-0.3405333</td>
<td>-0.3924940</td>
</tr>
<tr>
<td>0.10</td>
<td>1.01373021</td>
<td>1.01373627</td>
<td>-1.1923861</td>
<td>-1.1924467</td>
<td>-1.2463575</td>
</tr>
<tr>
<td>0.15</td>
<td>1.7373567</td>
<td>1.7373880</td>
<td>-1.7639703</td>
<td>-1.7639980</td>
<td>-1.7871364</td>
</tr>
<tr>
<td>0.20</td>
<td>1.8481739</td>
<td>1.8481741</td>
<td>-1.8465416</td>
<td>-1.8465737</td>
<td>-1.8413608</td>
</tr>
<tr>
<td>0.25</td>
<td>1.5771988</td>
<td>1.5771666</td>
<td>-1.5471171</td>
<td>-1.5470824</td>
<td>-1.5102927</td>
</tr>
<tr>
<td>0.30</td>
<td>1.0931658</td>
<td>1.0931264</td>
<td>-1.0576093</td>
<td>-1.0575696</td>
<td>-1.0218891</td>
</tr>
<tr>
<td>0.35</td>
<td>0.9389593</td>
<td>0.9389219</td>
<td>-0.9054360</td>
<td>-0.9053988</td>
<td>-0.8720932</td>
</tr>
<tr>
<td>0.40</td>
<td>0.7576246</td>
<td>0.7575915</td>
<td>-0.7280374</td>
<td>-0.7280047</td>
<td>-0.6988914</td>
</tr>
<tr>
<td>0.45</td>
<td>0.5444978</td>
<td>0.5444717</td>
<td>-0.5213136</td>
<td>-0.5212881</td>
<td>-0.4986875</td>
</tr>
<tr>
<td>0.50</td>
<td>0.2941007</td>
<td>0.2940853</td>
<td>-0.2804886</td>
<td>-0.2804737</td>
<td>-0.2673248</td>
</tr>
<tr>
<td>1.00</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
</tr>
</tbody>
</table>

Table 4. Numerical solution of Example 1 for \( \varepsilon = 0.01 \) and \( N = 100 \)

<table>
<thead>
<tr>
<th>( x )</th>
<th>( \delta = 0.00 )</th>
<th></th>
<th>( \delta = 0.03 )</th>
<th></th>
<th>( \delta = 0.06 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.0000000</td>
<td>1.0000000</td>
<td>1.0000000</td>
<td>1.0000000</td>
<td>1.0000000</td>
</tr>
<tr>
<td>0.01</td>
<td>0.9774611</td>
<td>0.9774487</td>
<td>0.9848102</td>
<td>0.9839383</td>
<td>0.9798828</td>
</tr>
<tr>
<td>0.02</td>
<td>0.3808618</td>
<td>0.3808299</td>
<td>0.4090750</td>
<td>0.4090442</td>
<td>0.4362809</td>
</tr>
<tr>
<td>0.03</td>
<td>0.0411538</td>
<td>0.0411084</td>
<td>0.0815297</td>
<td>0.0814854</td>
<td>0.1207850</td>
</tr>
<tr>
<td>0.05</td>
<td>0.239287</td>
<td>0.2394189</td>
<td>-0.2002162</td>
<td>-0.2001226</td>
<td>-0.1537044</td>
</tr>
<tr>
<td>0.07</td>
<td>-0.4989222</td>
<td>-0.4989818</td>
<td>-0.4454036</td>
<td>-0.4454627</td>
<td>-0.3924940</td>
</tr>
<tr>
<td>0.10</td>
<td>-1.3492323</td>
<td>-1.3492871</td>
<td>-1.2987820</td>
<td>-1.2988392</td>
<td>-1.2463575</td>
</tr>
<tr>
<td>0.15</td>
<td>-1.8224426</td>
<td>-1.8224580</td>
<td>-1.8066673</td>
<td>-1.8066689</td>
<td>-1.7871364</td>
</tr>
<tr>
<td>0.20</td>
<td>-1.8208028</td>
<td>-1.8208652</td>
<td>-1.8327364</td>
<td>-1.8327364</td>
<td>-1.8413608</td>
</tr>
<tr>
<td>0.25</td>
<td>-1.4642457</td>
<td>-1.4642601</td>
<td>-1.4812865</td>
<td>-1.4812481</td>
<td>-1.5150297</td>
</tr>
<tr>
<td>0.30</td>
<td>-0.9510154</td>
<td>-0.9509765</td>
<td>-0.9827560</td>
<td>-0.9862355</td>
<td>-1.0218891</td>
</tr>
<tr>
<td>0.35</td>
<td>-0.8068149</td>
<td>-0.8067794</td>
<td>-0.8391531</td>
<td>-0.8391167</td>
<td>-0.8720932</td>
</tr>
<tr>
<td>0.40</td>
<td>-0.6245265</td>
<td>-0.6245346</td>
<td>-0.6703526</td>
<td>-0.6703212</td>
<td>-0.6988914</td>
</tr>
<tr>
<td>0.45</td>
<td>-0.4555107</td>
<td>-0.4554875</td>
<td>-0.4767242</td>
<td>-0.4767001</td>
<td>-0.4986875</td>
</tr>
<tr>
<td>0.50</td>
<td>-0.2425137</td>
<td>-0.2425005</td>
<td>-0.2546547</td>
<td>-0.2546409</td>
<td>-0.2673248</td>
</tr>
<tr>
<td>1.00</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
</tr>
</tbody>
</table>

Table 5. Numerical solution of Example 2 for \( \varepsilon = 0.1 \) and \( \delta = 0.07 \) and \( N = 100 \)
Table 7. Numerical solution of Example 2 for $\epsilon = 0.01$ ; $\eta = 0.007$ and N=100

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\delta = 0.000$</th>
<th>$\delta = 0.003$</th>
<th>$\delta = 0.006$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
</tr>
<tr>
<td>0.02</td>
<td>-1.3940899</td>
<td>-1.3943104</td>
<td>-1.3422222</td>
</tr>
<tr>
<td>0.04</td>
<td>-1.8776243</td>
<td>-1.8777133</td>
<td>-1.8557761</td>
</tr>
<tr>
<td>0.06</td>
<td>-1.9752637</td>
<td>-1.9753107</td>
<td>-1.9683775</td>
</tr>
<tr>
<td>0.08</td>
<td>-1.9950880</td>
<td>-1.9950153</td>
<td>-1.9930664</td>
</tr>
<tr>
<td>0.20</td>
<td>-1.9999996</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
</tr>
<tr>
<td>0.40</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
</tr>
<tr>
<td>0.60</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
</tr>
<tr>
<td>0.80</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
</tr>
<tr>
<td>0.90</td>
<td>-1.9961664</td>
<td>-1.9961390</td>
<td>-1.9972690</td>
</tr>
<tr>
<td>0.92</td>
<td>-1.986606</td>
<td>-1.9865241</td>
<td>-1.9897845</td>
</tr>
<tr>
<td>0.94</td>
<td>-1.9531648</td>
<td>-1.9529645</td>
<td>-1.9617878</td>
</tr>
<tr>
<td>0.96</td>
<td>-1.8362966</td>
<td>-1.8358300</td>
<td>-1.8570631</td>
</tr>
<tr>
<td>0.98</td>
<td>-1.4278053</td>
<td>-1.4269904</td>
<td>-1.4653283</td>
</tr>
<tr>
<td>1.00</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
</tr>
</tbody>
</table>

Table 8. Numerical solution of Example 2 for $\epsilon = 0.01 ; \delta = 0.005$ and N=100

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\eta = 0.000$</th>
<th>$\eta = 0.003$</th>
<th>$\eta = 0.006$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
</tr>
<tr>
<td>0.02</td>
<td>-1.1780109</td>
<td>-1.1780281</td>
<td>-1.2338439</td>
</tr>
<tr>
<td>0.04</td>
<td>-1.7747779</td>
<td>-1.7748170</td>
<td>-1.8043459</td>
</tr>
<tr>
<td>0.06</td>
<td>-1.9382899</td>
<td>-1.9383060</td>
<td>-1.9503020</td>
</tr>
<tr>
<td>0.08</td>
<td>-1.9830916</td>
<td>-1.9830795</td>
<td>-1.9872383</td>
</tr>
<tr>
<td>0.20</td>
<td>-1.9999928</td>
<td>-1.9999928</td>
<td>-1.9999964</td>
</tr>
<tr>
<td>0.40</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
</tr>
<tr>
<td>0.60</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
</tr>
<tr>
<td>0.80</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
<td>-1.9999999</td>
</tr>
<tr>
<td>0.90</td>
<td>-1.9991227</td>
<td>-1.9991155</td>
<td>-1.9986935</td>
</tr>
<tr>
<td>0.92</td>
<td>-1.9958817</td>
<td>-1.9958546</td>
<td>-1.9943366</td>
</tr>
<tr>
<td>0.94</td>
<td>-1.9806673</td>
<td>-1.9805718</td>
<td>-1.9754492</td>
</tr>
<tr>
<td>0.96</td>
<td>-1.9092450</td>
<td>-1.9089464</td>
<td>-1.8935728</td>
</tr>
<tr>
<td>0.98</td>
<td>-1.5739602</td>
<td>-1.5732598</td>
<td>-1.5386385</td>
</tr>
<tr>
<td>1.00</td>
<td>0.00000000</td>
<td>0.00000000</td>
<td>0.00000000</td>
</tr>
</tbody>
</table>

Figure 1. Numerical solution of Example 1 for $\epsilon = 0.1$ and $\delta = 0.07$
6. Discussion and Conclusion

In this paper, we have discussed the solution of singularly perturbed differential-difference equations exhibiting dual layer using the higher order finite differences. First, the second order singularly perturbed differential-difference equations is replaced by an asymptotically equivalent second order singular perturbed ordinary differential equation. Then, fourth order stable finite difference scheme is applied to get a three term recurrence relation which is easily solved by Thomas algorithm. The error bound and convergence of the method have also been established. Some model examples (i.e., examples in which both the negative and positive shifts are non zero) have been solved to demonstrate the applicability of the proposed approach, by taking various values of the delay, advanced and perturbation parameters. These cases have been chosen because they have been widely discussed in literature Ref. [20,21,22] and also because the exact solutions are available for comparison. The numerical solutions are presented in tables and compared with the exact solution. To analyze the effect of the parameters on the solution, the numerical solution has also been plotted using graphs. From the graphs, it is observed that by varying either \( \delta \) or \( \eta \) the thickness of the left boundary layer decreases and that of the right boundary layer increases. The effect of negative shift is more dominant than the positive shift.

![Figure 2](image1.png)  
**Figure 2.** Numerical solution of Example 1 for \( \varepsilon = 0.1 \) and \( \eta = 0.05 \)

![Figure 3](image2.png)  
**Figure 3.** Numerical solution of Example 1 for \( \varepsilon = 0.01 \) and \( \delta = 0.007 \)
Figure 4. Numerical solution of Example 2 for $\varepsilon = 0.1$ and $\delta = 0.07$

Figure 5. Numerical solution of Example 2 for $\varepsilon = 0.1$ and $\eta = 0.05$

Figure 6. Numerical solution of Example 2 for $\varepsilon = 0.01$ and $\eta = 0.007$
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