Identification of Causal Effect with the Non-Compliance and Its EM Algorithm
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Abstract Many practical studies in biology, medicine, behavior science and the social sciences seek to establish causal relationship between treatments and outcomes, rather than mere associations. In this paper, we use a graphical model to describe a causal graphical model and study its identification. For an unidentifiable model, we introduce covariates which are always observed into the model so that it becomes identifiable. We then give an identifiable condition of the causal graphical model and prove it mathematically. Finally, we give the EM algorithm for the identifiable average causal effect of outcomes to the accepted treatment and give an example to illustrate this method and algorithm.
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1. Introduction

Many practical studies in biology, medicine, behavior science and the social sciences seek to establish causal relationships between treatments and outcomes, rather than mere associations. The only generally accepted approach for inferring causality requires that the received treatments should be randomized. In many cases, however, it is not possible to randomize the received treatments. For example, even if an assignment to treatment is random, some units may not comply with the assignment due to some reasons in clinical trials. Because of existence of non-compliance, seeking the causal effect of treatment on outcomes becomes complicated. The standard Intention-to-treat (ITT) analysis focuses on causal effect of assignment treatment, rather than causal effect on actual accepted treatment. In order to study the average causal effect (ACE) on actual accepted treatment, Imbens and Angrist [1], Angrist, Imbens and Rubin [2] suggested instrumental variables (IV) method. An IV estimator can be imbedded in Rubin’s causal model, under some reasonable assumptions. An IV estimator gives an average causal effect on compliers, but does not give the ACE of the population. Without these assumptions, an IV estimator is simply the ratio of intention to treat causal estimates and has no explanation on the average causal effect. Imbens and Rubin [2] used Bayesian inference based on likelihood about causal estimate with non-compliance and study the two assumptions in instrumental variables, which are exclusion restriction and monotonicity. If there were not these two assumptions, the range of the maximum likelihood function would be large and the causal effect would become unidentifiable. Hirano, Imbens, Rubin and Zhou [3] extended the method in Imbens and Rubin [2], to allow the existence of pre-treat variables and the use of “weakness-identifiable models”. Weak identification means the appropriate posterior distribution. "Weak" means no unique maximum likelihood estimate. All of the methods only gave the average causal effect for a subpopulation of interest, not for the population. In order to study the average causal effect of the actual accepted treatment, Pearl [4] gave the upper and lower bounds of the average causal effect for the population. However, the bounds are too large due to the fact that the average causal effects on population with non-compliance is unidentifiable, thus it is not a good evaluation on the average causal effect of the population. Graphical model is widely used to describe the independence between variables. Whittaker [5], Lauritzen [6] and Cox and Wermuth [7]. In this paper, we use a graphical model to describe the causal model and study its identification. We introduce covariates that are always observed, into the model such that the model becomes identifiable. We then give the condition of identification and prove it mathematically. Finally we give the maximum likelihood estimate (MLE) of the average causal effect on treatment to outcomes and its EM algorithm for identifiable model. We give an example to illustrate this method and algorithm. In Section 2 some notations and assumptions are introduced. In Section 3 we discuss the identification of parameters in the causal graphical model and its identifiable condition. In Section 4, we give the MLE of ACE of the outcome (Y) on a drug for high blood pressure (D), we also give the estimate of ITT and ACE of Y on D when random assignment is ignorable by an example. By this example, we noticed that if we don’t incorporate the covariate “age” into the model, the model is not identifiable. That is, we would not obtain the
average causal effects for population. In Section 5 we give the conclusion.

2. Assumptions and Notations

In a supposed situation, we evaluate the causal effect of a new drug ($D$) on a health outcome $Y$ of population with $n$ units. Our goal is to estimate the causal effect of the accepted treatment $D$ (taking medicine or not taking medicine) on the outcome $Y$. We assume that patients either take medicine or do not take medicine, and that taking partial doses of the medicine is not allowed. We also assume that a patient taking medicine or not taking medicine is not controlled by researchers, i.e. the accepted treatment is not at random and non-ignorable, and the assigned treatment $Z$ is at random. Let $Z_i$ denote the binary randomized treatment assignment of patient $i$; $Z_i = 1$ if subject $i$ is assigned to the treatment group and $Z_i = 0$ if subject $i$ is assigned to the control group. Let $D_i$ denote the binary variable for patient $i$; $D_i = 1$ if subject $i$ actually receives the assigned treatment $Z_i$, and $D_i = 0$ if subject $i$ does not receive the assigned treatment $Z_i$. In an ideal situation $D(Z) = Z$ i.e. patients completely comply with the assigned treatment, the causal effect of the assigned treatment $D$ on the outcome $Y$ is ITT. In reality, however $D(Z)$ is not equal to $z$ due to some reasons. For instance, a patient may worry about the side effects of medicine to refuse taking the medicine, or may take a wrong medicine, and so on. In this case, patients don’t comply with the assigned treatment, which is so-called non-compliance. Now, let $Y_i^{(Z_i,D_i)}$ denote a binary outcome if subject $i$ is assigned to $Z_i$ and actually receives the treatment $D_i(Z_i)$, $Y_i^{(Z_i,D_i)}$ then has missing values. For example, $Y_i^{(1,1)}$ is observed if $Z_i = 1$, $D_i = 1$, while $Y_i^{(0,0)}$, $Y_i^{(1,0)}$, and $Y_i^{(0,1)}$ are missing. The absence of an edge between a pair of nodes means that the corresponding variables in this pair are independent conditional on other variables.

3. Identifiability of Causal Graphical Model and Its Identifiable Condition

First we give the definition of the graphical model $G$. Let $G = (V, E)$ denote an undirected graph, where $V = \{Y_1, Y_2, R_1, R_2\}$ is the set of nodes denoting variables and $E$ is the set of undirected edges between these nodes. The absence of edges between a pair of nodes means that the corresponding variables in the pair are independent conditional on other variables [9]. Identifiability of graphical models of non-response mechanisms was discussed in [8-9]. Let $M(G)$ denote the set of all possible probability distributions with the graphical model $G$. Similar to Fitzmaurice, Laird and Zahner [10], we give the definition of identifiability for both parameters of a distribution and a graphical model.

Definition 1. The parameter $\theta_1$ of a distribution is not statistically identifiable if there exists another parameter $\theta_2 \neq \theta_1$ such that the distributions of the observed data are the same for $\theta_1$ and $\theta_2$, that is

$$P(\text{observed data} | \theta_1) = P(\text{observed data} | \theta_2)$$

Definition 2. Graphical model $M(G)$ is identifiable if the parameter of any distribution in $G$ is identifiable.

Because incomplete compliance exists, we say that it is a non-ignored non-compliance when the accepted treatment $D$ is related to the outcome $Y^{(z,d)}$. See graphical model $G_1$ in Figure 1. Let $D, Z, X, Y$ be binary variables, $D,Z$ denote accepted treatment and assigned treatment, respectively. Let $X$ denote the observed covariate, $Y^{(z,d)}$ denote the binary outcome when $Z = z, D = d$. We simplify denote $Y^{(z,d)}$ by $Y$.

![Figure 1. Covariate X to help identification](image)

Graphical model $G_1$ is non-identifiable shown in Figure 1 [5]. In this case we introduce the binary covariate that can always be observed, such that it becomes identifiable when $X \perp D | Y$, i.e. $X$ is conditionally independent of $D$ given $Y$. It is showed in model $G_2$ in Figure 1.

Lemma 1. Joint probability $P(y, d, x)$ of graphical model $G_2$ in Figure 1 is identifiable if and only if $X$ is not independent of $Y$ i.e. $X \perp Y$.

Proof: Given $X = x$, the conditional probability of graphical model $G_2$ can be written as

$$P(y, d \mid x) = P(d \mid y)P(y \mid x)$$

So we have $P(d, y, x) = P(d \mid y)P(y \mid x)P(x)$

let $\theta_{d|x} = P(D = 1, Y = i \mid X = x)$, $\rho_x = P(D = 1 \mid Y = i)$

$$P_{d|x} = P(Y = i \mid X = x) \quad i = 0, 1$$

That $X \perp Y$ means:

$$\frac{P(Y = 0 \mid X = 0)}{P(Y = 1 \mid X = 0)} = \frac{P(Y = 0 \mid X = 1)}{P(Y = 1 \mid X = 1)}$$

Multiplying both sides by $P(D = 1)P(Y = 0)/(P(D = 1)P(Y = 1))$, and for $X \perp D \mid Y$, we have:

$$\frac{P(D = 1, Y = 0 \mid X = 0)}{P(D = 1, Y = 1 \mid X = 0)} = \frac{P(D = 1, Y = 0 \mid X = 1)}{P(D = 1, Y = 1 \mid X = 1)}$$

It is equivalent to:

$$\begin{bmatrix} \theta_{0|0} & \theta_{1|0} \\ \theta_{0|1} & \theta_{1|1} \end{bmatrix} \neq 0$$
Since $X \perp D \mid Y$, and $\theta_{0x}$ can be identified from data, the parameter $\rho_0, \rho_1$ can be identified by solving the following equation

$$\begin{pmatrix} \theta_{00} & \theta_{01} \\ \theta_{10} & \theta_{11} \end{pmatrix} \begin{pmatrix} 1/\rho_0 \\ 1/\rho_1 \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \end{pmatrix}$$

So the parameters $\rho_0, \rho_1$ are identified such that $\rho_{0x} = \theta_{0x} / \rho_0$ is identified. We showed the joint probability of the graphical model $G_2$ in Figure 3.1 is identifiable.

Lemma 1 tells us that the graphical model $G_2$ is identifiable, consequently $Y$ is identifiable.

Next we introduce a binary covariate $X$ that is always observed and that $X$ is independent of $D$ given $Z, Y$, i.e. $X \perp D \mid (Z, Y)$. Here the graphical model is identifiable as showed in Figure 2.

![Figure 2. Identifiable graphical models](Image)

**Theorem 1.** In the graphical model showed in Figure 2, the joint conditional probability $P(d, y, x \mid z)$ is identifiable if $X$ is independent of $D$ given $Z$ and $Y$, i.e. $X \perp D \mid (Z, Y)$.

**Proof:** In Figure 2, the joint conditional probability given $Z$ is as follows:

$$P(d, y, x \mid z) = P(x, y \mid z)P(d \mid z, x, y) = P(x, y \mid z)P(d \mid z, y) = P(x \mid z)P(y \mid x, z)P(d \mid z, y)$$

The second equation above is due to $X \perp D \mid (Z, Y)$.

Using Lemma 1, $P(d, y, x)$ is identifiable if $X \perp D \mid Y$, so we can obtain $P(d, y, x \mid z)$ is identifiable if $X \perp D \mid (Z, Y)$.

Using Theorem 1 we have that the graphical model showed in Figure 2 is identifiable. Here $Y$ is conditionally identifiable. Thus we say that $Y$ has a causal explanation.

**4. Estimating Average Causal Effect of Accepted Treatment $D$ to Outcome $Y$ Using EM Algorithm**

In Section 3 we have introduced the covariate $X$ which always can be observed, and proved that the graphical model in Figure 2 is identifiable if $X \perp D \mid (Z, Y)$, and that $p(y)$ is conditionally identifiable when $z$ is given. So we can obtain the average causal effect of the accepted treatment $D$ on the outcome $Y$. Let $x_i$ be the value of covariate $X$, $z_i$ the value of the assigned treatment $Z$, $d_i$ the value of the accepted treatment $D$ and $y_i$ the value of the outcome $Y$. Let $y_i^{(z, d)}$ be the binary outcome of patient $i$ when the assigned treatment $Z = z$ and the accepted treatment $D(z) = d$, where $z, d = 0, 1$. For example, $y_i^{(0, 0)}$ means the binary health outcome if patient $i$ complies with the assigned treatment—not taking medicine, i.e. patient $i$ does not take medicine when patient $i$ is assigned to the control group. Similarly $y_i^{(1, 1)}$ denotes the binary health outcome of patient $i$ who does not comply with the assigned control treatment and actually patient $i$ takes the medicine. $y_i^{(1, 0)}$ denotes the health outcome of patient $i$ who doesn’t comply with the assigned treatment and actually does not take the medicine. $y_i^{(1, 1)}$ is the outcome of patient $i$ who complies with the assigned treatment and takes the medicine.

**4.1. Conditional Marginal Likelihood Functions of Complete Data**

Given $Z = 0$, the patient is compliable if $D = 0$. Here $y_i^{(0, 0)}$ is observed. Otherwise the patient is non-compliance if $D = 1$. Thus $y_i^{(0, 0)}$ is missing. Here $Y$ is not at random (because $D$ is ignorable if $Y$ is missing at random). Now completely data are $(z_i = 0, d_i = 0, x_i, y_i^{(0, 0)})(z_i = 0, d_i = 1, x_i)$. Let $L_{00}$ denote the conditional marginal likelihood function of the completely data. Thus

$$L_{00} = \prod_{i=1}^{N_0} P(d_i = 0, x_i, y_i^{(0, 0)} \mid z_i = 0)^{1-d_i} P(d_i = 1, x_i \mid z_i = 0)^{d_i}$$

Given $Z = 0$, the patient is not compliable if $D = 1$. Here $y_i^{(1, 0)}$ is observed; the patient is compliance if $D = 0$. Thus $y_i^{(1, 0)}$ is missing. Here completely data are $(z_i = 0, d_i = 1, x_i, y_i^{(0, 0)})(z_i = 0, d_i = 0, x_i)$. Let $L_{01}$ denote the conditional marginal likelihood function of the completely data. We have

$$L_{01} = \prod_{i=1}^{N_0} P(d_i = 1, x_i, y_i^{(1, 0)} \mid z_i = 0)^{d_i} P(d_i = 0, x_i \mid z_i = 0)^{1-d_i}$$

Given $Z = 1$, the patient is not compliable if $D = 0$. Here $y_i^{(1, 0)}$ is observable; the patient is compliable if $D = 1$. Thus $y_i^{(1, 0)}$ is missing. Here completely data are $(z_i = 1, d_i = 0, x_i, y_i^{(1, 0)})(z_i = 1, d_i = 1, x_i)$. We let $L_{10}$ be their conditional marginal likelihood function. We have

$$L_{10} = \prod_{i=1}^{N_1} P(d_i = 0, x_i, y_i^{(1, 0)} \mid z_i = 1)^{1-d_i} P(d_i = 1, x_i \mid z_i = 1)^{d_i}$$
Given \( Z = 1 \), the patient is not compliable if \( D = 0 \). Thus \( Y_i^{(1,0)} \) is observable; the patient is compliable and \( Y_i^{(1,0)} \) is missing if \( D = 1 \). Thus the complete data are \((z_i = 1, d_i = 1, x_i, y_i^{(1,1)}) (z_i = 1, d_i = 0, x_i)\). Let \( L_{11} \) denote its conditional marginal likelihood function. Thus we have

\[
L_{11} = \prod_{i=1}^{N_1} \left[ P(d_i = 1, x_i, y_i^{(1,1)} | z_i = 1) \right]^{d_i} P(d_i = 0, x_i | z_i = 1)^{1-d_i}
\]

### 4.2. EM Algorithm for the Average Causal Effect of the Actual Accepted \( D \) on the Outcome \( Y \)

We have

\[
L_0 = \prod_{i=\overline{1,N}} P(d_i = 0, x_i, y_i^{(0,0)} | z_i = 0) \prod_{i=\overline{1,N}} P(d_i = 1, x_i, y_i^{(0,0)} | z_i = 0)
\]

\[
= \prod_{i=\overline{1,N}} P(x_i, y_i^{(0,0)} | z_i = 0) P(d_i = 0 | z_i = 0, x_i, y_i^{(0,0)})
\]

\[
\prod_{i=\overline{1,N}} \left[ P(d_i = 1 | z_i = 0, x_i, y_i^{(0,0)} = 1) P(x_i, y_i^{(0,0)} = 1 | z_i = 0) + P(d_i = 1 | z_i = 0, x_i, y_i^{(0,0)} = 0) P(x_i, y_i^{(0,0)} = 0 | z_i = 0) \right]
\]

\[
= \prod_{i=\overline{1,N}} P(x_i, y_i^{(0,0)} | z_i = 0) P(d_i = 0 | z_i = 0, x_i, y_i^{(0,0)}).
\]

\[
\prod_{i=\overline{1,N}} \left[ P(d_i = 1 | z_i = 0, y_i^{(0,0)} = 1) P(x_i, y_i^{(0,0)} = 1 | z_i = 0) + P(d_i = 1 | z_i = 0, y_i^{(0,0)} = 0) P(x_i, y_i^{(0,0)} = 0 | z_i = 0) \right]
\]

\[
= \prod_{i=\overline{1,N}} P(x_i, y_i^{(0,0)} | z_i = 0) P(d_i = 0 | z_i = 0, y_i^{(0,0)}).
\]

We use the condition of \( X \perp D \) \( (Z, Y) \) in the second equation above.

**Step E:** Let \( \hat{n}_{Z=0,X,Y} \) be the estimated frequency when both \( X \) and \( Y \) can be observed and \( Z = 0 \). We denote the estimated frequency by \( \hat{n}_{Z=0,D,Y} \) when both \( D \) and \( Y \) can be observed and \( Z = 0 \).

\[
\hat{n}_{Z=0,X,Y} = \hat{n}_{Z=0,X,Y,D=0} + \hat{n}_{Z=0,X,Y,D=1}
\]

\[
= \frac{\hat{n}_{Z=0,X,Y,D=0}}{\hat{n}_{Z=0,X,Y,D=0} + \hat{n}_{Z=0,X,Y,D=1}} \cdot \hat{P}(Y^{(0,0)} | X, D = 1, Z = 0)
\]

\[
= \frac{\hat{n}_{Z=0,X,Y,D=0}}{\hat{n}_{Z=0,X,Y,D=0} + \hat{n}_{Z=0,X,Y,D=1}} \cdot \frac{\hat{n}_{Z=0,X,Y,D=0}}{\hat{n}_{Z=0,X,Y,D=0} + \hat{n}_{Z=0,X,Y,D=1}} \cdot \hat{P}(Y^{(0,0)} | X, D = 1, Z = 0)
\]

\[
\hat{P}(Y^{(0,0)} | X, D = 1, Z = 0) = \frac{\hat{n}_{Z=0,X,Y,D=0}}{\hat{n}_{Z=0,X,Y,D=0} + \hat{n}_{Z=0,X,Y,D=1}} \cdot \hat{P}(Y^{(0,0)} | X, D = 1, Z = 0)
\]

**Step M:**

\[
\hat{P}^{(1+)}(X, Y^{(0,0)} | Z = 0) = \frac{\hat{n}_{Z=0,X,Y}^{(1+)}}{N_0}
\]

Where \( N_0 = \sum_{X,Y} n_{D=0,X,Y} + \sum_{X} n_{D=1,X} \)

\[
\hat{P}^{(1+)}(D, Y^{(0,0)} | Z = 0) = \frac{\hat{n}_{Z=0,D,Y}^{(1+)}}{N_0}
\]

\[
\hat{P}^{(1+)}(D, X, Y^{(0,0)} | Z = 0) = \frac{\hat{n}_{Z=0,D,X,Y}^{(1+)}}{N_0}
\]

\[
\hat{P}(Y^{(0,0)} | Z = 0) = \frac{\hat{n}_{Z=0,D,Y}^{(1+)}}{N_0}
\]

Repeat the above steps until the convergence is achieved. Then we have an estimator of \( P(D, X, Y^{(0,0)} | Z = 0) : \)

\[
\hat{P}(D, X, Y^{(0,0)} | Z = 0)
\]

So we have

\[
\hat{P}(Y^{(0,0)} | Z = 0) = \sum_{D,X} \hat{P}(D, X, Y^{(0,0)} | Z = 0)
\]

Replacing \( D = 0 \) by \( D = 1 \) in the process above, we have \( \hat{P}(Y^{(0,0)} | Z = 0) \). Replacing \( Z = 0 \) by \( Z = 1 \), we have \( \hat{P}(Y^{(0,0)} | Z = 1) \). Replacing \( D = 0, D = 0 \), we have \( \hat{P}(Y^{(1,1)} | Z = 1) \).

Let \( ACE(D \rightarrow Y | Z = 0) \) denote the averaged causal effect of \( Y \) on \( D \) when \( Z = 0 \). Then

\[
ACE(D \rightarrow Y | Z = 0) = \hat{P}(Y^{(1,0)} | Z = 0) - \hat{P}(Y^{(0,0)} | Z = 0)
\]

\[
= \hat{P}(Y^{(1,0)} | Z = 1) - \hat{P}(Y^{(1,0)} | Z = 1)
\]

We denote the value of \( Y \) by \( Y^{(i)} \) when \( D = i \) \((i = 0, 1)\). Let \( ACE(D \rightarrow Y) \) denote the \( ACE \) of outcome \( Y \) on actual accepted treatment \( D \). We have the following theorem.

**Theorem 2.**

\[
ACE(D \rightarrow Y | Z = k) = P(Y^{(0)} | Z = k) \cdot ACE(D \rightarrow Y | Z = k) + P(Z = 1) \cdot ACE(D \rightarrow Y | Z = 0)
\]

**Proof:** Since

\[
ACE(D \rightarrow Y | Z = k) = P(Y^{(1)} | Z = k) - P(Y^{(0)} | Z = k)
\]

We have

\[
P(Z = k) \cdot ACE(D \rightarrow Y | Z = k) = P(Z = k) \cdot [P(Y^{(1)} | Z = k) - P(Y^{(0)} | Z = k)]
\]

\[
= \sum_{k} P(Z = k) \cdot ACE(D \rightarrow Y | Z = k)
\]
\[\sum_k P(Z = k) \cdot P(Y^{(1)} = 1 | Z = k) - \sum_k P(Z = k) \cdot P(Y^{(0)} = 1 | Z = k) = P(Y^{(1)} = 1) - P(Y^{(0)} = 1) = ACE(D \rightarrow Y)\]

4.3. Example

Our goal here is to study the curative effect of a new drug on high blood pressure. We denote the binary random assignment by \(Z\). That is, \(Z=1\) means the patient was assigned to the treatment group—taking the medicine, \(Z=0\) means the patient was assigned to the control group—not taking the medicine, and let \(D\) denote the accepted treatment, i.e. \(D=1\) means the patient actually takes the medicine, and \(D=0\) means the patient actually does not take the medicine. Let \(Y\) denote the patient’s diastolic pressure. \(Y^{(1)}\) denotes the patient’s diastolic pressure status when the assigned treatment is \(Z\) and the actual accepted treatment is \(D\) \((y^{(z,d)}=1\) denotes that the patient’s diastolic pressure drop when the assigned treatment is \(Z\) and the actual accepted treatment is \(D\). For example, \(Y^{(0,0)}\) means patient’s diastolic pressure does not drop when patient is assigned to a “control” group, which does not take the medicine, and the patient complied the “assigned treatment ”. Similarly, we can understand \(Y^{(0,1)}\), \(Y^{(1,0)}\), \(Y^{(1,1)}\), etc. Table 1 shows the observed frequency in a case-control trial, in which 216 out of 436 patients were randomly assigned to treatment group \((Z=1)\), while the remaining 220 were assigned to control group \((Z=0)\). Because of existence of non-compliance, when the patient’s diastolic pressure status \(Y^{(0,0)}\) for compliers can be observed, the patient’s diastolic pressure status \(Y^{(0,0)}\) for non-compliers was missing for the control group \((Z=0)\)(see Table 1(a)), while \(Y^{(0,1)}\) of non-complier can be observed, \(Y^{(0,1)}\) of complier patients was missing for the control group \((Z=0)\) (see Table 1(b)). Similar to the assigned treatment group \((Z=1)\) (see Table 1 (c)(d)).

Where we assume \(X \perp D \mid (Z,Y)\) , \(X\) is associated with \(D\) and \(D\) is not ignorable. Our calculation is followed by the EM algorithm given in Section 4.2. We then obtain estimates of all the probability using the observed data in Table 1 when the covariate \(X\), i.e. age be introduced this model. All the result is as follows:

\[\hat{P}(D=1, X=1, Y^{(0,0)}=0 | Z=0) = 0.0542\]
\[\hat{P}(D=0, X=0, Y^{(0,0)}=0 | Z=0) = 0.1909\]
\[\hat{P}(D=1, X=0, Y^{(0,0)}=0 | Z=0) = 0.0361\]
\[\hat{P}(D=0, X=1, Y^{(0,0)}=1 | Z=0) = 0.1819\]
\[\hat{P}(D=1, X=1, Y^{(0,0)}=1 | Z=0) = 0.000276\]
\[\hat{P}(D=0, X=0, Y^{(0,0)}=1 | Z=0) = 0.2499\]
\[\hat{P}(D=1, X=0, Y^{(0,0)}=1 | Z=0) = 0.000379\]
\[\hat{P}(D=0, X=1, Y^{(0,0)}=0 | Z=0) = 0.286\]

Thus we have:

\[\hat{P}(Y^{(0,0)}=1 | Z=0) = 0.4325\]
\[\hat{P}(Y^{(0,0)}=0 | Z=0) = 0.5675\]

Similarly we have:

\[\hat{P}(Y^{(0,1)}=1 | Z=0) = 0.3157,\]
\[\hat{P}(Y^{(0,1)}=0 | Z=0) = 0.6843\]
\[\hat{P}(Y^{(1,0)}=1 | Z=1) = 0.0518\]
\[\hat{P}(Y^{(1,0)}=0 | Z=1) = 0.9482\]
\[\hat{P}(Y^{(1,1)}=1 | Z=1) = 0.7521\]
\[\hat{P}(Y^{(1,1)}=0 | Z=1) = 0.2479\]

\[ACE(D \rightarrow Y | Z=0) = \hat{P}(Y^{(1,1)}=1 | Z=1) - \hat{P}(Y^{(1,0)}=1 | Z=1) = 0.7521 - 0.0518 = 0.7003\]
\[ACE(D \rightarrow Y) = P(Z=0) \cdot ACE(D \rightarrow Y | Z=0) + P(Z=1) \cdot ACE(D \rightarrow Y | Z=1) = (220 / 436) \times (-0.1168) + (216 / 436) \times 0.2880 = 0.094\]

Table 1. Covariate age \(X\) and actually accepted treatment \(D\):

<table>
<thead>
<tr>
<th>(Z=0)</th>
<th>(D=0)</th>
<th>(D=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X)</td>
<td>(Y^{(0,0)}=0)</td>
<td>(Y^{(0,0)}=1)</td>
</tr>
<tr>
<td>0</td>
<td>45</td>
<td>55</td>
</tr>
<tr>
<td>1</td>
<td>60</td>
<td>40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(Z=0)</th>
<th>(D=0)</th>
<th>(D=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X)</td>
<td>(Y^{(0,1)}=0)</td>
<td>(Y^{(0,1)}=1)</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(Z=1)</th>
<th>(D=0)</th>
<th>(D=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X)</td>
<td>(Y^{(1,0)}=0)</td>
<td>(Y^{(1,0)}=1)</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(Z=1)</th>
<th>(D=0)</th>
<th>(D=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X)</td>
<td>(Y^{(1,1)}=0)</td>
<td>(Y^{(1,1)}=1)</td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>30</td>
</tr>
</tbody>
</table>
This result shows that the \( ACE \) of \( Y \) on \( D \) is 0.2880. So the new drug for high blood pressure patients is effective. In general, \( Y \) is unidentifiable. But it becomes identifiable when we introduce the covariate \( X \)—age, and age is associated with \( Y \) and \( X \perp D \mid (Z, Y) \). So we can obtain the estimate of the average causal effect of actual taking medicine on patients’ blood pressure.

We also obtain the upper and lower bounds of the \( ACE \) (denoted by \( \alpha \)) of the population with non-compliance using the method in Pearl [4].

\[
\alpha \leq [P(Y = 1|Z = 1) - P(Y = 1|Z = 0)] + P(Y = 0, D = 0|Z = 1) + P(Y = 1, D = 1|Z = 0) = 150/216 + 7/216 - 95/220 - 13/220 + 9/216 + 13/220 = 0.3367
\]

\[
\alpha \geq [P(Y = 1|Z = 1) - P(Y = 1|Z = 0)] - P(Y = 1, D = 0|Z = 1) - P(Y = 0, D = 1|Z = 0) = 150/216 + 7/216 - 95/220 - 13/220 - 7/216 - 7/220 = 0.1717
\]

That is, \( 0.1717 \leq ACE(D \rightarrow Y) \leq 0.3367 \)

Although this method gives upper and lower bounds of \( \alpha \) of the population, \( \alpha \) is unidentifiable without the condition of \( X \perp D \mid (Z, Y) \).

We also obtain the \( ITT \) (Intent-to-treat):

\[
ACE(D \rightarrow Y) = P(Y = 1|Z = 1) - P(Y = 1|Z = 0) = 0.2359
\]

Here it is the causal effect of the outcome \( Y \) on the assigned treatment \( Z \). It is smaller than \( \alpha \) because of non-compliance, i.e. the patients, who are assigned to the treatment group, do not take the medicine due to some reasons (for example, they worry about the side-effect of the medicine), and the patients, who are assigned to the control group, take the medicine.

When \( Z \) is ignorable, we obtained

\[
ACE(D \rightarrow Y) = P(Y = 1|D = 1) - P(Y = 1|D = 0) = 0.2893
\]

This result is greater than \( \alpha \). It exaggerated the effect of medicine. The reason is the higher the blood pressure of the patient, more likely to take medicine.

This example shows us that if we don’t introduce the observed covariate, age into the model, the \( ACE \) of the actually accepted treatment (taking medicine) on the outcome (higher blood pressure) with non-compliance is not identifiable.

5. Conclusion

In this paper, we described the causal model with non-compliance using the graphical model, and defined its identifiability. By introducing the observed covariate into the model we had a method that changes an unidentifiable causal graphical model into an identifiable model. We also gave the condition that the causal effect with the non-compliance is identifiable and proved it mathematically. The EM algorithm of \( ACE \) about the actual accepted treatment to the outcomes with non-compliance was introduced. Finally we applied our method to an example. In this example, we gave the Maximum Likelihood Estimate (MLE) of \( ACE \) of the health outcome \( Y \) on a drug of high blood pressure \( D \). We also gave the estimate of \( ITT \) and \( ACE \) of \( Y \) on \( D \) when random assignment is ignorable. Note that if we don’t incorporate the observed covariate age, which is associated with \( Y \) and \( X \perp D \mid (Z, Y) \), into the model, the average causal effect of health outcome \( Y \) on actually accepted treatment \( D \) is not identifiable with non-compliance.
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