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Abstract One of the key objectives of every good economy, whether or not developing or developed is to achieve a high and sustainable economic growth rate coupled with the economic indicators. The research on the Multivariate Time Series Modeling of Major Economic Indicators in Nigeria, aims at providing quantitative analysis of the dynamics on currency in circulation, exchange rate, external reserve, gross domestic product, money supply and price deflator. This study utilizes secondary data obtained from the Central Bank of Nigeria, Statistical Bulletin (vol. 21: 2010), of all variables investigated in the model. The sample covers quarterly data from 1981 to 2010. The study employed the newly developed multivariate time series estimation technique via Vector Autoregressive modeling to model the economic indicators in Nigeria. The empirical result yields a stable and sustainable economic model for the six economic variables in the study. The Granger causality analysis indicates that there exists unidirectional and bidirectional causality between the economic variables. Gross domestic product and external reserve was seen as a good predictor to other economic indicators. The relationship between these economic indicators is however significantly determined which is positive in either direction. The empirical model provides forecast value for the next two years.
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1. Introduction

Statisticians and Econometricians do four things: describe and summarize data, make forecasts, quantify what the researcher did and did not know about the time structure of the economy, and advise (and sometimes become) policy makers. In the 1970s, these four tasks – data description, forecasting, structural inference, and policy analysis – were performed using a variety of techniques. These ranged from large models with hundreds of equations, to single equation models involving only a single variable. Like many countries, industrialized and developing one of the most fundamental objective of macro-economic policies in Nigeria is to sustain high economic growth with good measure of major economic indicators. There exists a considerable debate regarding the existence and Gross domestic product (GDP) and other economic indicators. A consensus nevertheless exists thus suggesting that macro-economic stability, which is rooted in the spirit of good measure of GDP, is positively related to other economic indicators. [1] Implicitly recognizes exchange rate, money supply and Gross Domestic Product (GDP) as a major economic indicator over time. In recent times, the Central Bank of Nigeria (CBN) bulletin [2] reviews data on the external reserve, price deflator and currency in circulation etc. Multivariate time series (MTS) data are widely available in different fields including medicine, finance, science and engineering. Modeling MTS data effectively is important for many decision making activities. Consider a time series variable \((y_1)\ldots(y_m)\). A multivariate time series is the \((n \times 1)\) vector time series \(\{y_t\}\) where \(i^{th}\) row of \((y_t)\) is \((y_m)\), that is for any time \(t\).

Multivariate time series analysis is used when one wants to model and explain the interactions and co-movements among a group of time series variables (Economic indicators). Multivariate methods are very important in economics and much less so in other applications of forecasting. The multivariate view is central in economics, where single variables are traditionally viewed in the context of relationship to other variables.

In forecasting and even in economics, multivariate models are convenient in modeling interesting interdependencies and achieve a better fit within a given data or economic indicator. Multivariate forecasting methods rely on models in the statistical sense of the word, though there have been some attempts at generalizing extrapolation methods to the multivariate case. This does not necessarily imply that these methods rely on models...
with regards to whether they are a theoretical, such as time series models, or structural or theory-based. Much research has gone into the development of ways of analysis multivariate time series (MTS) data in both the statistical and artificial intelligence communities. Statistical Multivariate Time Series modeling methods include the vector Auto-regressive process.

In this research, the interest is to model the major economic indicators (currency in circulation, exchange rate, external reserve, gross domestic product, money supply and price deflator) in Nigeria with the approach of vector Auto-regressive (VAR) process detailed on endogenous variable (dependent) over time period from (1981 - 2010) in Nigeria.

2. Material and Methodology

2.1. Data Collection Technique

The data type and source of this paper mainly, the secondary macroeconomic time series data in its analysis. All data used in the analysis was sourced from Central Bank of Nigeria Statistical Bulletin [2]. Other augmenting sources of this study will include published articles and journals, working papers, textbooks and relevant internet resources.

2.1.1. Unit Root Test

A number of alternative tests are available for testing whether a series is stationary or not, the Augmented Dickey – fuller (ADF), [3] for (ADF) test, where k is chosen to ensure that the residuals follows a pure random process. ADF unit root, tests the null hypothesis is that the series is not stationary and this is either accepted or rejected by examination of the t-ratio of the lagged term \( x_{E-1} \) compared with the tabulated values. If the t-ratio is less than the critical value the null hypothesis of a unit root (i.e. the series is not stationary) is accepted. If so the first difference of the series is evaluated and if the null hypothesis is rejected the series is considered stationary and the assumption is that the series is integrated of order one 1(1).

The ADF regression test is as follows:

\[
\Delta x_t = \lambda_0 + \lambda_1 x_{t-1} + \lambda_2 T + \sum_{i=1}^{\Psi} \Delta x_{t-i} + \varepsilon_t
\]

(1)

Where \( \Delta \) is the difference operator.
\( x \) is the natural logarithm of the series
\( T \) is a trend variable
\( \lambda \) and \( \Psi \) are the parameters to be estimated and
\( \varepsilon \) is the error term

2.1.2. Model Specification

Model specification in the present context involves selection of the VAR order and in VECM also choosing the cointegration rank. Lutkepohl [4] because the number of parameters in these models increases with the square of the number of variables it is also often desirable to impose zero restrictions on the parameter matrices and thereby eliminates some lagged variables from some of the equations of the systems.

2.1.3. Model Selection Criteria

The standard model selection criteria which are used in this context chosen the VAR order which minimizes them over a set of possible orders \( m = 0,12 \ldots \ P_{\text{max}} \). The general form of a set of such criteria is

\[
C(m) = \log \det \left( \sum_{m} \right) + CT \phi(m)
\]

Where \( \sum_{m} = T^{-1} \sum_{t=1}^{T} u_t u_t' \) is the residual covariance matrix estimator for a model of order m. \( \phi(m) \) is a function of the order m which penalizes large VAR orders. CT is a sequence which may depend on the sample size and identifies the specific criterion. The term \( \log \det \left( \epsilon_m \right) \) is a monincreasing function of the order m which \( \phi(m) \) increases with m. The lag order is chosen which optimally balances these two forces. [5], to estimate the system, the order p i.e. the maximal lag of the system has to be determined. The multivariate case with k variables, T observations, a constant term and a maximal lag of p, these criteria are as follows:

Final prediction error (FPE)

\[
FPE (p) = \left[ \frac{T + kp + 1}{T - kp - 1} \right]^{1/k} \left/ \sum \hat{u}^2 (p) / T \right. \]

Akaike information criterion (AIC)

\[
AIC (p) = \ln \left( \sum \hat{u}^2 (p) \right) + \left( k + pk^2 \right) \frac{2}{T}
\]

Hannan – Quinn criterion (HQ)

\[
HQ (p) = \ln \left( \sum \hat{u}^2 (p) \right) + \left( k + pk^2 \right) \frac{2 \ln (\text{In}(T))}{T}
\]

Shwarz criterion (SC)

\[
SC (p) = \ln \left( \sum \hat{u}^2 (p) \right) + \left( k + pk^2 \right) \frac{\text{In}(T)}{T}
\]

/ \sum \hat{u}^2 (p) / T \right. is the determinant of the variance covariance matrix of the estimated residuals. [4]. AIC suggests the largest order, SC chooses the smallest order and HQ is in between. The choice of the best model is based on the model selection criteria, the minimum model selection criteria compared to others. [6] VAR methodology superficially resembles simultaneous equation modeling in that it considers several endogenous variables together. But each endogenous variable is explained by its lagged, or past, values and the lagged values of all other endogenous variables in the model, usually, there are no exogenous variables in the model.

2.1.4. The levels VAR Representation

[7], “if the is true simultaneity among a set of variable, they should all be treated on an equal footing, there should not be any a priori distinction between endogenous and exogenous variables”. It is in this spirit that Sims developed his VAR model.
The stochastic part $y_t$ is assumed to be generated by a VAR process of order $p$ (VAR ($p$)) of the form.

$$Y_t = A_1 y_{t-1} + A_2 y_{t-2} + \ldots + A_{p} y_{t-p} + \mu_t + \varepsilon_t \quad (3)$$

Where $A_i, i=1,2,\ldots,p$ are $(k \times k)$ parameter matrices.

The error process $\mu_t = \left(\mu_{t1}, \mu_{t2}, \ldots, \mu_{tk}\right)'$ is a $k$-dimensional zero mean white noise process with covariance matrix $E(\mu_t, \mu_t') = \sigma \mu$.

In matrix notations the $m$ time series

$$y_{it}, i = 1,2,\ldots,m, and t = 1,\ldots,T$$

Where $t$ is the common length of the time series.

Then a Vector Autoregressive Model is defined as

$$\begin{bmatrix}
Y_t \\
Y_{2t} \\
\vdots \\
Y_{mt}
\end{bmatrix} = \begin{bmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_m
\end{bmatrix} + \begin{bmatrix}
A_1^{(1)} I_1 \\
A_1^{(2)} I_2 \\
\vdots \\
A_1^{(m)} I_m
\end{bmatrix} \begin{bmatrix}
y_{1,t-1} \\
y_{2,t-1} \\
\vdots \\
y_{m,t-1}
\end{bmatrix} + \begin{bmatrix}
\epsilon_{1t} \\
\epsilon_{2t} \\
\vdots \\
\epsilon_{mt}
\end{bmatrix}$$

+ \ldots + \begin{bmatrix}
\epsilon_{2.1} \\
\epsilon_{2.2} \\
\vdots \\
\epsilon_{2.m}
\end{bmatrix} + \ldots + \begin{bmatrix}
\epsilon_{m.1} \\
\epsilon_{m.2} \\
\vdots \\
\epsilon_{m.m}
\end{bmatrix}$$

$Y_t = (y_{1t}, y_{2t}, \ldots, y_{mt})'$ Denote (nx 1) vector of time series variables $A_i$ are (nx n) coefficient matrices $\varepsilon_t$ is an (nx 1) unobservable zero mean white noise vector process.

### 3. Estimation Results

#### 3.1. Unit Root Test Results

In establishing that there exist long run relationships amongst the variables, and to avert false result, the order of integration of each of the variable is inspected using the Augmented Dickey-Fuller (ADF) unit roots tests. Before performing these tests, an informal inspection of the trends in the logarithmic levels and differences is done. The plot of each of the series indicates that the variables are non stationary at their levels. However, the first difference indicates that the variables are stationary. Though, the time plot examination provides some insights into the order of integration of the variables, a formal test is appropriate.

Thus, Table 1, presents the results of the unit root test using the ADF tests. The results indicate that, each of the series is integrated of order one (that is each series is I(1)) and thus contain unit root. The results of the unit root test corroborate the graphical test that all the series are non-stationary at their levels. It is relevant to stress that, achieving stationarity is a precondition for the estimating of VAR model and consequently Granger causality analysis.

<table>
<thead>
<tr>
<th>variable</th>
<th>level</th>
<th>first difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>In CIC</td>
<td>0.40756 0.00273</td>
<td>$\Delta$ln CIC 0.051130* -2.63E-05***</td>
</tr>
<tr>
<td>In ExchangeRate</td>
<td>0.13017 0.00143</td>
<td>$\Delta$ln Exchange Rate -0.0576*** 0.00009***</td>
</tr>
<tr>
<td>In ExternalReserve</td>
<td>2.29341 0.01098</td>
<td>$\Delta$ln External Reserve 0.04141*** -0.00010***</td>
</tr>
<tr>
<td>In GDP</td>
<td>0.46685 0.00073*</td>
<td>$\Delta$ln GDP 0.00396** 0.00019***</td>
</tr>
<tr>
<td>In money supply</td>
<td>0.737240 0.00488</td>
<td>$\Delta$ln money supply 0.05117* 0.00018***</td>
</tr>
<tr>
<td>In price Deflator</td>
<td>0.142044 0.00127</td>
<td>$\Delta$ln price Deflator 0.05991* -0.00032***</td>
</tr>
</tbody>
</table>

The Null hypothesis is that the series is non-stationary, or contain a unit root. The rejection of the null hypothesis based on the mackinnon critical values. *,**, and *** indicates the rejection of the null hypothesis at 10%, 5% and 1% significance level respectively.

### 3.1.1. VAR Model

The Vector Autoregressive Model is presented in matrix form below:

$$\begin{bmatrix}
CIC \\
ExchangeRate \\
ExternalReserve \\
GDP \\
Moneysupply \\
priceDeflator
\end{bmatrix} = \begin{bmatrix}
-0.2559 & -0.009 & -0.0162 & -0.0471 & 0.3795 & 0.0702 \\
-0.4974 & 0.03399 & -0.0506 & -0.1626 & -0.3863 & -0.0953 \\
-0.4447 & 0.00353 & -0.5344 & 0.8452 & 1.1082 & -0.4282 \\
-0.0015 & 0.00335 & 0.0004 & -0.1465 & -0.307 & -0.0757 \\
0.2093 & 0.031857 & -0.0101 & 0.1226 & -0.0597 & 0.106 \\
0.3498 & -0.010803 & 0.0125 & -0.0851 & -0.0652 & -0.0694
\end{bmatrix}$$

By equation we obtained that:

$$\begin{bmatrix}
CIC \\
ExchangeRate \\
ExternalReserve \\
GDP \\
Moneysupply \\
priceDeflator
\end{bmatrix} = \begin{bmatrix}
-0.0859 & 0.0139 & -0.1802 & 0.3788 & 0.1976 \\
-0.4052 & -0.0330 & -0.0613 & 0.0233 & 0.6723 & 0.1258 \\
-0.3273 & 0.1136 & -0.0173 & 1.1041 & -0.5503 & -0.0542 \\
-0.0239 & 0.0015 & 0.0089 & -0.1864 & 0.0447 & 0.0089 \\
0.0525 & 0.0046 & 0.1819 & 0.2143 & -0.1111 & 0.0337 \\
0.7777 & 0.0015 & -0.0313 & -0.0359 & -0.1145 & -0.0722 \\
0.0089 & -0.0183 & 0.0228 & -0.0792 & -0.0404 & -0.0535 \\
0.0399 & -0.2353 & -0.0825 & 1.0261 & -0.2953 & 1.7301 \\
-0.0735 & 0.0015 & -0.0103 & 0.175 & 0.2434 & 1.0089 \\
0.0003 & 0.0030 & -0.0133 & 0.7596 & -0.0011 & 0.0049 \\
0.1398 & 0.0015 & 0.0067 & 0.0557 & 0.0526 & 0.0599 \\
-0.0180 & -0.0273 & 0.0188 & -0.2341 & -0.0711 & 0.2279 \\
\end{bmatrix}$$

$$\begin{bmatrix}
CIC_{-1} \\
ExchangeRate_{-1} \\
ExternalReserve_{-1} \\
GDP_{-1} \\
Moneysupply_{-1} \\
priceDeflator_{-1}
\end{bmatrix} = \begin{bmatrix}
0.0028 & +
0.0526 & +
0.0689 & *
0.0139 & *
0.0392 & *
0.0413 & *
\end{bmatrix}$$

The table indicates that the series is non-stationary, or contain a unit root. The rejection of the null hypothesis based on the mackinnon critical values. *,**, and *** indicates the rejection of the null hypothesis at 10%, 5% and 1% significance level respectively.
\[
CIC = -0.2559CIC_{-1} - 0.1753CIC_{-2} - 0.0859CIC_{-3} + 0.1648CIC_{-4} - 0.0089EXR_{-4} + 0.0061t_{-2}
+ 0.01389EXR_{-3} - 0.0183EXR_{-4} - 0.0162EXTR_{-4} + 0.0020EXTR_{-2} + 0.0132EXTR_{-3} + 0.0228EXTR_{-4}
- 0.0471GDP_{-1} - 0.1165GDP_{-2} - 0.1802GDP_{-3} + 0.0729GDP_{-4} + 0.0794MS_{-3} + 0.2422MS_{-2}
+ 0.3788MS_{-3} - 0.0404MS_{-4} + 0.0702PD_{-1} + 0.1113*PD_{-2} + 0.1976PD_{-3} - 0.0535PD_{-4} + 0.0028
\]

\[
EXCHANGE\ RATE = -0.4974CIC_{-1} - 0.6930CIC_{-2} - 0.4053CIC_{-3} - 0.2385CIC_{-4} + 0.0399EXR_{-1}
- 0.0044EXR_{-2} + 0.0330EXR_{-3} - 0.2353EXR_{-4}
- 0.0506EXTR_{-1} - 0.1639EXTR_{-2} - 0.0613EXTR_{-3} - 0.0825EXTR_{-4} - 0.1627GDP_{-1} + 0.3492GDP_{-2} + 0.0233GDP_{-3} + 1.0261GDP_{-4} - 0.3863MS_{-1}
+ 1.1716MS_{-2} + 0.6722MS_{-3} - 0.2953MS_{-4} - 0.0953PD_{-1} + 0.0659PD_{-2} + 0.1235PD_{-3} + 1.7301PD_{-4} - 0.0526
\]

\[
EXTERNAL\ RESERVE = -0.4447CIC_{-1} - 0.4194CIC_{-2} - 0.3272CIC_{-3} - 0.4441CIC_{-4} - 0.0735EXR_{-1} + 0.0829EXR_{-2} + 0.1136EXR_{-3}
+ 0.0771EXR_{-4} - 0.5344EXR_{-4} - 0.0665EXTR_{-2} - 0.0173EXTR_{-3} - 0.0430EXTR_{-4} + 0.8452GDP_{-1}
+ 0.8959GDP_{-2} + 1.1041GDP_{-3} + 2.7692GDP_{-4} + 1.1082MS_{-1} - 0.8563MS_{-2} - 0.5503MS_{-3}
+ 0.4234MS_{-4} - 0.4282PD_{-1} - 0.7469PD_{-2} - 0.0542PD_{-3} + 1.0089PD_{-4} + 0.0689
\]

\[
GDP = -0.0015CIC_{-1} - 0.0071CIC_{-2} - 0.0239CIC_{-3} - 0.0075CIC_{-4} + 0.0033EXR_{-1} + 0.0003EXR_{-2}
+ 0.0015EXR_{-3} - 0.0030EXR_{-4} + 0.0004EXTR_{-1}
+ 0.0065EXTR_{-2} + 0.0089EXTR_{-3} - 0.0132EXTR_{-4} - 0.1465GDP_{-1} - 0.2702GDP_{-2} - 0.1864GDP_{-3}
+ 0.7596GDP_{-4} - 0.307MS_{-1} - 0.0503MS_{-2} + 0.0447MS_{-3} - 0.0011MS_{-4} - 0.0075PD_{-1}
+ 0.01545PD_{-2} + 0.0089PD_{-3} + 0.0049PD_{-4} + 0.0139
\]

\[
MONEY\ SUPPLY = 0.2093CIC_{-1} + 0.0377CIC_{-2} + 0.0525CIC_{-3} + 0.0493CIC_{-4} + 0.0139EXR_{-1}
- 0.0045EXR_{-2} + 0.0046EXR_{-3} + 0.0015EXR_{-4} - 0.0101E_{-1} + 0.0051EXTR_{-2} + 0.0189EXTR_{-3}
+ 0.0067EXTR_{-4} + 0.1226GDPXTR_{-1}
+ 0.0202GDP_{-2} + 0.2142GDP_{-3} + 0.0557GDP_{-4} - 0.0597MS_{-1} - 0.0517MS_{-2} - 0.0111MS_{-3}
+ 0.0526MS_{-4} + 0.1006PD_{-1} - 0.0749PD_{-2} + 0.0337PD_{-3} + 0.0599PD_{-4} + 0.0392
\]

\[
PRICE\ DEFlator = 0.3498CIC_{-1} + 0.1537CIC_{-2} + 0.0777CIC_{-3} - 0.0696CIC_{-4} - 0.0180EXR_{-1}
- 0.0073EXR_{-2} + 0.0015EXR_{-3} - 0.0273EXR_{-4} + 0.0125EXTR_{-1} + 0.0033EXTR_{-2} - 0.0313EXTR_{-3}
+ 0.0189EXTR_{-4} - 0.0851GDP_{-1} - 0.0070GDP_{-2} - 0.0359GDP_{-3} - 0.2341GDP_{-4} - 0.0652MS_{-1}
- 0.1494MS_{-2} - 0.1145MS_{-3} - 0.0711MS_{-4} - 0.0694PD_{-1} - 0.0709PD_{-2} - 0.0723PD_{-3}
+ 0.2279PD_{-4} + 0.0413
\]

3.1.2. Roots of Characteristics Polynomial

<table>
<thead>
<tr>
<th>Root</th>
<th>Modulus</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.018593 + 0.999676i</td>
<td>0.999849</td>
</tr>
<tr>
<td>0.018593 + 0.999676i</td>
<td>0.999849</td>
</tr>
<tr>
<td>-0.940879</td>
<td>0.940879</td>
</tr>
<tr>
<td>-0.03457 + 0.868429i</td>
<td>0.868534</td>
</tr>
<tr>
<td>-0.03457 + 0.868429i</td>
<td>0.868534</td>
</tr>
<tr>
<td>-0.798217 + 0.049903i</td>
<td>0.799775</td>
</tr>
<tr>
<td>-0.798217 + 0.049903i</td>
<td>0.799775</td>
</tr>
<tr>
<td>0.774217</td>
<td>0.774217</td>
</tr>
<tr>
<td>0.608286 + 0.363135i</td>
<td>0.708434</td>
</tr>
<tr>
<td>0.608286 + 0.363135i</td>
<td>0.708434</td>
</tr>
<tr>
<td>0.699907</td>
<td>0.699907</td>
</tr>
<tr>
<td>-0.548645 + 0.382819i</td>
<td>0.669001</td>
</tr>
<tr>
<td>-0.548645 + 0.382819i</td>
<td>0.669001</td>
</tr>
<tr>
<td>-0.336111 + 0.569123i</td>
<td>0.666692</td>
</tr>
<tr>
<td>-0.336111 + 0.569123i</td>
<td>0.666692</td>
</tr>
<tr>
<td>0.345912 + 0.4698490</td>
<td>0.582717</td>
</tr>
<tr>
<td>0.345912 + 0.4698490</td>
<td>0.582717</td>
</tr>
<tr>
<td>0.067321 + 0.5585841</td>
<td>0.562262</td>
</tr>
<tr>
<td>0.067321 + 0.5585841</td>
<td>0.562262</td>
</tr>
<tr>
<td>-0.552904</td>
<td>0.552904</td>
</tr>
<tr>
<td>-0.110531 + 0.537035i</td>
<td>0.548292</td>
</tr>
<tr>
<td>-0.110531 + 0.537035i</td>
<td>0.548292</td>
</tr>
<tr>
<td>0.493137</td>
<td>0.493137</td>
</tr>
<tr>
<td>0.034139</td>
<td>0.034139</td>
</tr>
</tbody>
</table>

No root lies outside the unit circle. VAR satisfies the stability condition.

The system is stable at the model 4 of all included variables. The above result indicates that the eigen values of the system obtainable in modulus lies within the unit circle. The roots of characteristics polynomial does not lies outside the unit circle: Hence from the analysis VAR (4) satisfies the stability condition.

Figure 1. AR Characteristic Polynomial of the endogenous graph of the all the economic variable
Table 3. Summaries of Pair Wise Granger Causality Tests

<table>
<thead>
<tr>
<th>VARIABLES DIRECTION OF CAUSALITY</th>
<th>F-STATISTICS</th>
<th>PROB VALUE</th>
<th>INFEERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔlnEXR (y); ΔlnCIC (X)</td>
<td>→</td>
<td>0.30181</td>
<td>0.8762</td>
</tr>
<tr>
<td>Δln CIC (Y); ΔlnExR (x)</td>
<td>→</td>
<td>0.33018</td>
<td>0.8571</td>
</tr>
<tr>
<td>ΔlnEXR (y); ΔlnCIC (X)</td>
<td>→</td>
<td>0.93937</td>
<td>0.4442</td>
</tr>
<tr>
<td>ΔlnCIC (Y); ΔlnEXTR (x)</td>
<td>→</td>
<td>0.95696</td>
<td>0.4344</td>
</tr>
<tr>
<td>Δln GDPY; Δln CIC (X)</td>
<td>→</td>
<td>0.85507</td>
<td>0.4936</td>
</tr>
<tr>
<td>Δln CIC (Y); ΔlnGDP (X)</td>
<td>→</td>
<td>0.45248</td>
<td>0.7704</td>
</tr>
<tr>
<td>Δln MS (y); Δln CIC (X)</td>
<td>→</td>
<td>4.76958***</td>
<td>0.0014</td>
</tr>
<tr>
<td>Δln CIC (Y); Δln MS (x)</td>
<td>→</td>
<td>1.77087</td>
<td>0.1401</td>
</tr>
<tr>
<td>Δln PD(y); ΔlnCIC (X)</td>
<td>→</td>
<td>2.9775**</td>
<td>0.0225</td>
</tr>
<tr>
<td>Δln (CIC)y; ΔlnPD(X)</td>
<td>→</td>
<td>2.6563**</td>
<td>0.0369</td>
</tr>
<tr>
<td>Δln EXTR (y); Δln EXR (X)</td>
<td>→</td>
<td>1.39944</td>
<td>0.2392</td>
</tr>
<tr>
<td>ΔlnEXR(Y); ΔlnEXTR (X)</td>
<td>→</td>
<td>0.70957</td>
<td>0.5871</td>
</tr>
<tr>
<td>ΔlnGDP(Y); ΔlnEXR(X)</td>
<td>→</td>
<td>0.1871</td>
<td>0.9447</td>
</tr>
<tr>
<td>ΔlnEXR(y); ΔlnGDP (X)</td>
<td>→</td>
<td>0.0563</td>
<td>0.994</td>
</tr>
<tr>
<td>Δln MS (y); Δln EXR R(X)</td>
<td>→</td>
<td>0.6253</td>
<td>0.6454</td>
</tr>
<tr>
<td>Δln EXR (y); ΔlnMS (x)</td>
<td>→</td>
<td>0.08871</td>
<td>0.9858</td>
</tr>
<tr>
<td>Δln PD (y); ΔlnEXR(X)</td>
<td>→</td>
<td>5.2184***</td>
<td>0.0007</td>
</tr>
<tr>
<td>Δln EXR (y); Δln PD (x)</td>
<td>→</td>
<td>0.5423</td>
<td>0.705</td>
</tr>
<tr>
<td>Δln GDP (y); ΔlnEXTR (X)</td>
<td>→</td>
<td>1.9493</td>
<td>0.1076</td>
</tr>
<tr>
<td>ΔlnEXTR(y); ΔlnGDP (X)</td>
<td>→</td>
<td>3.3369**</td>
<td>0.0129</td>
</tr>
<tr>
<td>Δln MP (y); Δln EXTR(X)</td>
<td>→</td>
<td>1.4392</td>
<td>0.2262</td>
</tr>
<tr>
<td>Δln EXTR(y); Δln MS (x)</td>
<td>→</td>
<td>0.5895</td>
<td>0.671</td>
</tr>
<tr>
<td>Δln PD(y); Δln EXTR (X)</td>
<td>→</td>
<td>1.1549</td>
<td>0.335</td>
</tr>
<tr>
<td>Δln EXTR (y) ΔlnPD (x)</td>
<td>→</td>
<td>1.5021</td>
<td>0.2068</td>
</tr>
<tr>
<td>Δln MS (y); ΔlnGDP (X)</td>
<td>→</td>
<td>1.0302</td>
<td>0.3952</td>
</tr>
<tr>
<td>Δln GDP(y); ΔlnMS (x)</td>
<td>→</td>
<td>0.7796</td>
<td>0.5409</td>
</tr>
<tr>
<td>Δln PD(y); ΔlnGDP(X)</td>
<td>→</td>
<td>0.0644</td>
<td>0.9923</td>
</tr>
<tr>
<td>Δln GDP (y); ΔlnDP(X)</td>
<td>→</td>
<td>0.8435</td>
<td>0.5006</td>
</tr>
<tr>
<td>Δln PD(y); ΔlnMS(x)</td>
<td>→</td>
<td>1.2065</td>
<td>0.3124</td>
</tr>
<tr>
<td>Δln MS (x); Δln PD (X)</td>
<td>→</td>
<td>0.2401</td>
<td>0.915</td>
</tr>
</tbody>
</table>

Note: Null hypothesis x yr (x does not Grange cause y); ***,**,* denotes rejection of hypothesis at 1%, 5% and 10% significance levels respectively. → Implies direction of causality.

The results indicate that exchange rate Granger causes Currency in circulation. Thus past Exchange rates can be used to predict future currency in circulation. However, Gross Domestic product Granger causes currency in circulation and vice versa. The results further show that, GDP Granger causes Exchange rate and can be used to predict future exchange rate activities. Specifically, money supply, external reverse, price deflator and Gross Domestic Product Granger causes each other, therefore there exist bidirectional causality between them.

Currency in circulation, money supply, price deflator and exchange rate has a clear picture of unidirectional causality between them.

There is an obvious indication that Gross Domestic Product and External Reverse are key in determining the activities pertaining to the economy of Nigeria. These variables are sensitive and hence affect every sector of the economy. It is therefore not surprising that exchange rate as to the Nigeria economy is gradually devalued.

4. Discussion

Multivariate Time Series (MTS) data are widely available in different field including medicine, finance, science and engineering. [8], modeling multivariate time
series (MTS) data effectively is important for many decision making activities. Macro-economic practitioners frequently work with multivariate time series models such as Vector autoregressive (VAR), Vector error correction model (VECM), and factor augmented Autoregressive (ARs) as well as time-varying parameter.

In this paper, the review of the theoretical and empirical studies that investigate the relationship among exchange rate, money supply, gross domestic product (GDP) and several economic indicators is done. Extensive theoretical and empirical work has been devoted to the study of these variables (economic indicators). [9] Standard practice in VAR analysis is to report results from Granger – causality test, impulse responses and forecast error variance decompositions. These statistics are computed automatically (or nearly so) by many econometrics and statistics packages (R, E-views and SPSS). Because of the complicated dynamics in the VAR, these statistics are more informative. [10] examine the link between the naira depreciation, inflation and output in Nigeria, adopting vector autoregressive (VAR) and its exchange rate system does not necessarily lead output expansion, particularly in short term. Issues such as discipline, confidence and credibility on the part of the government are essential. Evidence from impulse response functions and structural VAR models suggested that the impacts of the lending rate and inflation on the output were negative. While most previous studies focus more on the determinants of inflation, using explanatory variable, our deviates by adopting the vector error correction mechanism (VECM) which eliminates the need to develop explicit economic models and thus impose a prior restrictions on the relationships among different economic variables than is possible in conventional econometric analysis. [11] explores the identified vector autoregressive (VAR) to model the relationship between CPI, money supply and exchange rate in Ukraine. The results show that exchange rate shocks significantly influence price level behavior. Further, the study also found that money supply responds to positive shocks in price level. The study contributes to the sizable literature on IT using overly sophisticated vector error correction model (VECM) with complex identification structure.

4.1. Varieties of VAR

VARs comes in three varieties, [9]

A Reduced Form VAR: Expresses each variable as a linear function of its own past values, the past values of all other variables being considered, and a serially uncorrelated error term. Thus, in our example, the VAR involves three equations: current unemployment as a function of past values of unemployment, inflation and the interest rate, inflation as a function of past values of inflation, unemployment and the interest rate: and similarly for the interest rate equation. Each equation is estimated by ordinary least squares (OLS) regression.

A Recursive VAR: Constructs the error terms in the each regression equation to be uncorrelated with the error in the preceding equations. This is done by judiciously including some contemporaneous values as regressors. Consider a three-variable VAR, ordered as (i) inflation, (ii) the unemployment rate, (iii) the interest rates. In the first equation of the corresponding recursive VAR, inflation is the dependent variable and the regressors are lagged values of all three variables.

A Structural AR: Uses economic theory to sort out the contemporaneous links between the variables ([12,13,14]). Structural VARs require ‘identifying assumptions’ that allow correlations to be interpreted causally. These indentifying assumptions can involve the entire VAR, so that all of the causal links in the model are spelled out, or just a single equation, so that only a specific causal link is identified. [9] the estimated effects of a momentary policy shock on the rates of inflation and unemployment depends on the details of the presumed momentary policy rule. In other words, the estimates of the structural impulse hinge on detailed institutional knowledge of how the fed set interest rates. Of course, the observation that results depend on assumption is hardly new. The operative question is whether the assumptions made in VAR models are any more compelling than in other econometric models. This is a matter of heated debate and is thoughtfully discussed by [1,16] and [17,18] and [19]. Here are three important criticisms of structural VAR modeling.

(i) What really makes up the VAR “shocks”? In large part, these shocks, like those in conventional regression, reflect factors omitted from the model. If these factors are correlated with the included variables then the VAR estimates will contain omitted variable bias. For example, fed officials might scoff at the idea that they mechanically followed a Taylor rule, or any other fixed – coefficient mechanical rule involving only a few variables, rather, they suggest that their decisions are based on a subtle analysis of very many macroeconomic factors, both quantitative and qualitative. These considerations, when omitted from the VAR, end up in the error term and (incorrectly) become part of the estimated historical “shock” used to estimate an impulse response. A concrete example of this in the VAR literature involves the “price puzzle”. Early VARs showed odd result inflation tended to increase following monetary policy tightening. One explanation for this [19] was that the fed was forwarding looking when it set interest rates and that simple VARs omitted variables that could be used to predict future inflation, when these omitted variables intimated an increase in inflation, the fed tended to increase interest rates. Thus these VAR interest rate shocks presaged increases in inflation. Because of omitted variables, the VAR mistakenly viewed labeled these increases in interest rates as monetary shocks, which led to biased impulse responses.

(ii) Policy rules change over time, and formal statistical tests reveal widespread instability in low-dimensional VARs [20]. Constant parameter structural VARs that miss this instability is improperly identified. For examples, several researchers have documented instability in monetary policy rules (for example, [21]), [22] and [23], and this suggests misspecification in constant coefficient VAR models (like our three-variable example) that are estimated over long sample periods.

(iii) The timing conventions in VARs do not necessarily reflect real-time data viability, and this undercuts the common method of identifying restrictions based on timing assumptions. For example, a common assumption made in structural VARs is that variables like output and inflation are sticky and do respond “within the period” to...
monetary policy shocks. This seems plausible over the period of a single day but becomes less plausible over a month or quarter. Until now, we have carefully distinguished between recursive and structural VARs. Recursive VARs use an arbitrary mechanical method to model contemporaneous correlation in the variables, while structural VARs use economic theory to associate these correlations with causal relationships. Despite these criticisms, we think it is possible to have credible identifying assumptions in a VAR. One approach is to exploit detailed institutional knowledge. An example of this is [24] study of the macroeconomic effects of fiscal policy (taxes and government spending). They argue that the tax code and spending rules impose tight constraints on the way that taxes and spending vary within the quarter, and they use these constraints to identify exogenous in taxes and spending necessary for causal analysis. A different approach to identification is to use long run restrictions to identify shocks, for example [25] use the long–run neutrality of money to identify monetary shocks. However, assumptions based on the infinite future raise questions of their own [26,27], an exchange rate is the price of one currency, given in terms of another. The movement of a currency’s value relative to others has a profound effect on economies exposed to this currency. Given the interlinked nature of modern economies, exchange rate movements have the power to profoundly affect business, governments, and people around the globe. The spot rate is also referred to as the normal exchange rate. The nominal exchange rate measures the value of one currency in terms of another and it the indirect quotation. [28], several factors could cause exchange rate changes. These include changes in foreign exchange supply and demand, balance of payments problems, rising inflation, interest rate national income, monetary supervision, changing expectations and speculation. [29], used two partial models to investigate the impact of investment on GDP growth rate and the relationship between interest rate and inflation in the case of the Romanian economy. [30], estimated the relationship between the annual rate of economic growth (YC) and the real rate of interest (RR) in equations of the basic form.

\[ YC = B_0 + B_1 (RR + B_2) * (RR + B_2) \]  

(4)

The study shows the effect of a rising real interest rate on growth and claimed that growth is maximized when the real rate of interest lies within the normal range -5% to +15%. [31], examines monetary policy in Albania during the transition periods. Estimates from a vector autoregressive model (VAR) of key macroeconomic variables which include money growth, inflation, exchange rate, remittance and the trade balance, demonstrate the weak link between money supply and inflation up to mid-2000. [32] Extend evidence on the lag between monetary policy actions and the response of inflation. Their evidence is based on UK and US data for the period 1953 – 2001 on money growth rate, inflation and interest rates, as well as annual data on money growth and inflation. [33] and [34] consider relations between both money supply and inflation and between money supply and GDP. Their findings confirm a long – run relationship between money growth and inflation. The period of money expansion and high inflation in decade of 1990’s was accompanied by contraction of output. [35] also discusses this issues taking note of the break point in the statistical relationship. In a more recent period of financial stability (1999 - 2003) rising monetary aggregate were accompanied by falling inflation and a rebound of output. [35], note that nominal exchange rate stability could contribute to moderate growth rates of prices during the last few years. [36] empirically estimate and test the relationship between exchange rate accommodation and the degree of inflation persistence using a non-linear autoregressive inflation equation for ten European countries for the period 1974:1 – 1998: 2. In the estimation procedure they allow for the presence of an unknown number of shifts in the mean of inflation. Their results provide supportive evidence for the existence of a positive link between exchange rate accommodation and inflation persistence for most of the smaller and more dependent exchange rate mechanism (ERM) countries, even when mean level shifts in inflation are appropriately accounted for. [37] discusses whether inflation forecasts should be based on technical exchange rate and uncovered interest rate parity (ULP) or no assumption reflecting the central bank’s best prediction of future exchange rate movements. Because of the strong link between the interest rate and the exchange rate, the exchange rate does not principally differ from other variables that are endogenous in inflation projections. [38], argues that along with change in output growth, exchange rate changes have historically played a key role in the adjustment of external imbalances industrial countries. [39,40] finds that, a surprise monetary policy shock that increase the interest rate has a significant appreciating effect on the exchange rate. [41] Advantage of providing an observable commitment to monetary policy. They formalize the argument that because it is more transparent, the exchange rate has a natural advantage as an instrument for monetary policy. [42], explore the relationship between monetary growth, exchange rate and inflation in Ghana using error correction mechanism (ECM). The empirical result confirms the existence of a long run equilibrium relationship between inflation, money supply, exchange rate and real income. In line with theory, the findings demonstrate that in the long-run, inflation in Ghana is positively related to the money supply and the exchange rate, while it is negatively related to real income. [28] Separated the influence on monetary growth from exchange rate changes on prevailing and predicted rates of inflation. The sample covers ten African countries: The Gambia, Ghana, Kenya, Nigeria, Sierra-Leone, Somalia, etc. using the vector auto-regression analysis, they suggest that monetary dynamics dominate inflation level, in four countries while in three countries, exchange rate depreciations are the dominant factor.

5. Conclusion

The study on the Multivariate Time Series Modeling of Major Economic Indicator in Nigeria reveals some facts about the economy of Nigeria for the period under investigation. The research obtained a stable model for the vector autoregressive for the six economic variables. The result of the Granger causality analysis is unique enough, and there exist causality between variables. The Exchange rate as at the period of study reveals weak correlation
which signifies the weak and devaluation of the Nigeria currency. Gross Domestic Product was seen as a good predictor to other economic indicator and the External Reverse. The relationship between these economic indicators is however significantly determined which is positive in either direction. This implies that the connection among these economic indicators and economic activities in Nigeria over some period of time is not immediately automatic and the study also provides forecast value for the next two years from the last period of investigation.

5.1. Policy Implication and Recommendations

The policy implication is that the economy of Nigeria is quite responsive to specifically the economic indicators mentioned in this study. Consequently, predicting changes in the economic indicators by economic factors is of great importance in decision making. The fact is that regarding GDP and External Reverse, the predictive ability is actually in order. Policy direction consequent upon the empirical results is to sensitise the Central Bank and Economic policy makers to carefully define the monetary policies which affects some of these key economic indicators in Nigeria particularly Exchange Rate.
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APPENDIX 1

Figure 2. Residuals graphs displays a separate graph of the residuals from each equation in the system.

APPENDIX 2

Table 4. Forecast

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EXCHANGE RATE</td>
<td>Forecast</td>
<td>5.6777</td>
<td>5.6785</td>
<td>5.6754</td>
<td>5.6717</td>
<td>5.6717</td>
<td>5.6717</td>
<td>5.6717</td>
<td>5.6717</td>
</tr>
<tr>
<td></td>
<td>LCL</td>
<td>8.0819</td>
<td>8.6277</td>
<td>7.9756</td>
<td>7.9256</td>
<td>7.9035</td>
<td>7.8659</td>
<td>7.8301</td>
<td>7.7975</td>
</tr>
</tbody>
</table>

For each model, forecasts start after the last non-missing in the range of the requested estimation period, and end at the last period for which non-missing values of all the predictors are available or at the end date of the requested forecast period.
APPENDIX 3

Table 5. Pair – Wise Correlation of the Variables

<table>
<thead>
<tr>
<th></th>
<th>lnCIC</th>
<th>lnEXR</th>
<th>lnEXTR</th>
<th>lnGDP</th>
<th>lnMS</th>
<th>lnPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnCIC</td>
<td>1</td>
<td>0.2326</td>
<td>0.7978</td>
<td>0.9262</td>
<td>0.9922</td>
<td>0.9923</td>
</tr>
<tr>
<td>lnEXR</td>
<td>0.2326</td>
<td>1</td>
<td>0.2159</td>
<td>0.3348</td>
<td>0.2926</td>
<td>0.2028</td>
</tr>
<tr>
<td>lnEXTR</td>
<td>0.7978</td>
<td>0.2159</td>
<td>1</td>
<td>0.8625</td>
<td>0.8390</td>
<td>0.7948</td>
</tr>
<tr>
<td>lnGDP</td>
<td>0.9262</td>
<td>0.3348</td>
<td>0.8625</td>
<td>1</td>
<td>0.9598</td>
<td>0.9598</td>
</tr>
<tr>
<td>lnMS</td>
<td>0.9922</td>
<td>0.2926</td>
<td>0.8390</td>
<td>0.9598</td>
<td>1</td>
<td>0.9795</td>
</tr>
<tr>
<td>lnPD</td>
<td>0.9923</td>
<td>0.2028</td>
<td>0.7948</td>
<td>0.9598</td>
<td>0.9795</td>
<td>1</td>
</tr>
</tbody>
</table>

The result in Table 5 Pair – Wise Correlation of the Variables indicates that currency in circulation is positively correlated with other key economic indicators. However, the correlation is somewhat weak with regards to exchange rate with 0.2326. Exchange rate has a poor positively correlated with other key indicators in Nigeria. Currency in circulation, external reserves, GDP, money supply and price deflator are positively correlated with the magnitude indicating a high correlation. It is however, important to emphasize that, correlation does not necessarily imply causation. The poor correlation of the exchange rate signifies the devaluation of the Naira as to compare with foreign currencies.