Variational Homotopy Perturbation Method for the Nonlinear Generalized Regularized Long Wave Equation

Amruta Daga*, Vikas Pradhan

Department of Applied Mathematics & Humanities, S.V. National Institute of Technology, Surat, India
*Corresponding author: amruta.a.bhandari@gmail.com

Received July 03, 2014; Revised July 22, 2014; Accepted August 07, 2014

Abstract This paper presents Variational Homotopy Perturbation method for the nonlinear Generalized Regularized Long Wave (GRLW) equation. The solution of nonlinear GRLW equation is obtained and is solved using the iteration method which is combination of Variational Iteration method and Homotopy Perturbation Method. An example of the propagation of single soliton is given to show the precision of this method.
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1. Introduction

The generalized regularized long wave (GRLW) equation

\[ u_t + u_x + \alpha \left( u^p \right)_x - \beta u_{xxt} = 0 \]  \hspace{1cm} (1)

where \( p \) is a positive integer, and \( \alpha \) and \( \beta \) are positive constants, was proposed many years ago as a model for small-amplitude long waves on the surface of water by Peregrine.[6] The GRLW equation is an alternative to the Korteweg de Vries (KdV) equation for describing nonlinear dispersive waves and can be used to describe phenomena with weak nonlinearity and dispersion waves in fluid mechanics.

For \( p = 2 \), Eq. (1) reduces to a special case,

\[ u_t + u_x + \varepsilon u_{xx} - \beta u_{xxt} = 0 \]  \hspace{1cm} (2)

which is called the regularized long wave (RLW) equation, where \( \varepsilon = 2\alpha \) equation (2) has been studied extensively in the past both analytically and numerically by means of, for example, the Adomian decomposition method, the Fourier method, the finite difference method, finite element method, the variational iteration method, the meshless method and the cubic B-spline collocation procedure etc. Soliman [1] and E. Yusufoglu [7] obtained the solution for a short GRLW equation based on the variational iteration method. M. Rafei et al. [10] obtained solution by HPM. Y.Keskin [12] studied reduced transform method for solving RLW. [13] Kaya [4,5] and A.K. Khalifa [2,3] implemented the Adomian decomposition method and and the cubic B-spline collocation procedure to obtain the numerical solution of the GRLW equation. Wang Ju-Feng [11] used Meshless method for nonlinear GRLW. In the present paper Variational Homotopy Perturbation [9] is elegantly implemented to obtain the solitary wave solution which shows the efficiency of this method with less computational work.

This paper is organized as follows. In Section 3, we introduce the Variational Homotopy Perturbation method. In Section 4, the governing equation with initial and boundary conditions are given, VHPM for the problem is obtained. In Section 5, an example which is solved by using the Variational Homotopy Perturbation method in this study and the graphical results of this example are in good agreement with the exact solutions. Section 6 ends this paper with a brief conclusion.

2. Variational Iteration and Homotopy Perturbation Method

To illustrate the basic concepts of the VIM and HPM, at first we consider the following nonlinear differential equation

\[ Lu + Nu = g(x), \]  \hspace{1cm} (3)

Where

\( L \) = A linear operator
\( N \) = A nonlinear operator
\( g(x) \) = An inhomogeneous term

According to the VIM [8], we can construct a correction functional as follows:

\[ u_{n+1}(x) = u_n(x) + \int_0^1 \lambda(\tau) \left[ Lu_n(\tau) + Nu_n(\tau) - g(\tau) \right] d\tau, \]  \hspace{1cm} (4)
Where \( \lambda(\tau) \) is a general Lagrange multiplier, which can be identified optimally via variational theory. The second term on the right hand side is called the correction and is considered as a restricted variation, i.e., \( \delta \varphi = 0 \). By this method, first it is required to determine the Lagrange multiplier \( \lambda(\tau) \) that will be identified optimally. The successive approximations \( u_{n+1}(x,t), n \geq 0 \) of the solution \( u(x,t) \) will be readily obtained upon using the determined Lagrange multiplier and any selective function \( u_0(x,t) \). Consequently, the solution is given by

\[
 u(x,t) = \lim_{n \to \infty} u_n(x,t) \quad (5)
\]

The essential idea of HPM is to introduce a homotopy parameter (say \( p \)), which takes the values from 0 to 1. When \( p = 0 \), the system of equations is in sufficiently simplified form which normally admits a rather simple solution. As \( p \) gradually increases to 1, the system goes through a sequence of “deformation”, the solution of each is “close” to that at the previous stage of “deformation”. Eventually at \( p = 1 \), the system takes the original form of equation (6). We construct the correction functional

\[
 L(u) + N(u) - f(\tau) = 0 \quad (6)
\]

with the boundary conditions:

\[
 B(u, \frac{\partial u}{\partial n}) = 0, \quad r \in \Gamma, \quad (7)
\]

Where

- \( A \) = A differential operator
- \( B \) = A boundary operator
- \( f(\tau) \) = A known analytic function
- \( \Gamma \) = the boundary of the domain \( \Omega \)

Generally, the operator \( A \) can be divided into two parts \( L \) and \( N \), where \( L \) is a linear operator and \( N \) is a nonlinear operator. Therefore equation (7) can be rewritten as follows:

\[
 L(u) + N(u) - f(\tau) = 0 \quad (8)
\]

We construct a homotopy

\[
 v(r, p) : \Omega \times [0,1] \to R
\]

Which satisfies

\[
 H(v, p) = (1-p)[L(v) - L(u_0)] + pL(v) - f(\tau) = 0, \quad p \in [0,1], \ r \in \Omega, \quad (9)
\]

or

\[
 H(v, p) = L(v) - L(u_0) + pL(u_0) + p[N(v) - f(\tau)] = 0, \quad (10)
\]

Where \( u_0 \) is initial approximation of equation (7). In this method, using the homotopy parameter \( p \), we can express in terms of power series as

\[
 v = v_0 + pv_1 + p^2v_2 + ... \quad (11)
\]

Setting \( p = 1 \) yields the approximate solution of equation (11) as below

\[
 u = \lim_{p \to 1} v = v_0 + v_1 + v_2 + ... \quad (12)
\]

The convergence of series (12) is discussed by Biazar and Ghazvini.

3. Variational Homotopy Perturbation Method

In the Homotopy Perturbation Method, the basic assumption is that the solutions can be written in terms of power series in \( p \) as

\[
 u = \sum_{i=0}^{\infty} p^i u_i = u_0 + pu_1 + p^2u_2 + ... \quad (13)
\]

To illustrate the concept of the Variational Homotopy Perturbation Method, we consider the general differential equation (6). We construct the correction functional equation (7) and apply the Homotopy Perturbation Method to obtain,

\[
 \sum_{i=0}^{\infty} p^i u_i = u_0(x,\tau) + \int_{0}^{1} \lambda(\tau) \left[ \sum_{n=0}^{\infty} p^n u_i(x,\tau) \right] d\tau \quad (14)
\]

Thus the procedure is formulated by the coupling of variational iteration method and homotopy perturbation method. A comparison of like powers of \( p \) gives solutions of various orders.

4. The Variational Homotopy Perturbation Method for the GRLW Equation

The GRLW equation in Cartesian coordinates can be written as

\[
 u_t + u_x + \alpha (u^p)_x - \beta u_{xxt} = 0 \quad (15)
\]

where \( p \geq 2 \) is a positive integer, \( \alpha \) and \( \beta \) are positive constants.

The boundary and initial conditions are

\[
 u(a,t) = u(a,0) = \varphi(x) \quad \text{at} \quad \eta = 0
\]

Now the Variational Homotopy Perturbation Method can be implemented to obtain the solution of the problem. From Eq. (4), we have the correctional functional[8] as follows,

\[
 u_{n+1}(x,t) = u_n(x,t) + \int_{0}^{1} \lambda(\tau) \left[ \alpha (u^n p)_x - \beta (u^n)_{xxt} \right] d\tau \quad (16)
\]

Making the above functional stationary, the Lagrange multiplier can be determined as \( \lambda = -1 \), which yields the following iteration formula
applying Variational Homotopy Perturbation Method
\[
\sum_{n=0}^{\infty} p^{(n)} u_n = u_0(x) + I
\]

\[
\int_{0}^{\infty} \lambda(\tau) \left[ \left( u_n(x), \left( \sum_{n=0}^{\infty} p^{(n)} u_n \right) \right) \right] d\tau
\]

The coefficients of same powers of \( p \) are compared by which we get the solutions of various orders.

5. Numerical example of Single Soliton

Example We choose the parameter \( p = 2 \), i.e. the GRLW equation has the form
\[
u_t + u_x + 2\alpha u u_x - \beta u_{xxx} = 0
\]

Which is called RLW and has solitary wave solution as follows
\[
u(x,t) = 3c \sec h^2 \left[ k(x - x_0 - ct) \right]
\]

Which represents the motion of a single solitary wave with amplitude \( 3c \), where the wave velocity is
\[
u = (1 + 2ac)
\]

and
\[
k = \frac{1}{2} \sqrt{\frac{2ac}{\beta(1 + 2ac)}}
\]

For calculation purpose let us assume \( \alpha=0.5 \), \( \beta=1 \), \( c=0.1 \) and \( x_0=0 \), and \( k=0.5 \).

The equation (19) becomes
\[
u_t + u_x + uu_x - u_{xxx} = 0
\]

The initial condition becomes
\[
u(x,0) = 3 \sec h^2 (0.5x)
\]

Now the Variational Homotopy Perturbation Method can be implemented we have the correctional function as follows,
\[
u_{n+1}(x,t) = \nu_n(x,t) + \int_{0}^{\infty} \lambda(\tau) \left[ \left( \nu_n(x), \left( \sum_{n=0}^{\infty} p^{(n)} \nu_n \right) \right) \right] d\tau
\]

Making the above functional stationary, the Lagrange multiplier can be determined as \( \lambda = -1 \)

\[
u_{n+1}(x,t) = \nu_n(x,t) - \int_{0}^{\infty} \lambda(\tau) \left[ \left( \nu_n(x), \left( \sum_{n=0}^{\infty} p^{(n)} \nu_n \right) \right) \right] d\tau
\]

By Variational Homotopy Perturbation Method,
Comparing the coefficient of like powers of $p$, we have

$$p^0 : u_0(x,t) = 0.3 \text{sech}^2(0.5x)$$

$$p^1 : u_1(x,t) = -\frac{t}{0} \frac{\partial}{\partial t} u_0 d \tau - \frac{t}{0} \frac{\partial}{\partial x} u_0 d \tau - \frac{t}{0} \frac{\partial^3}{\partial x^2 \partial t} u_0 d \tau$$

$$= -0.3 \ t \ \text{sech}^2(0.5 \ x) \ \text{tanh}(0.5 \ x)$$

$$-0.09 \ t \ \text{sech}^4(0.5 \ x) \ \text{tanh}(0.5 \ x)$$

$$= t \ \text{sech}^2(0.5 \ x) (0.3 + 0.09 \text{sech}^2(0.5 \ x)) \ \text{tanh}(0.5 \ x)$$

$$p^2 : u_2(x,t) = -\frac{t}{0} \frac{\partial}{\partial x} u_1 d \tau - \frac{t}{0} \frac{\partial}{\partial t} u_0 d \tau$$

$$-\frac{t}{0} \frac{\partial}{\partial x} u_0 d \tau + \frac{t}{0} \frac{\partial^3}{\partial x^2 \partial t} u_1 d \tau$$

$$= t^2 \ (-0.00675 \ \text{sech}^8(0.5 \ x) +$$

$$0.15 \ \text{sech}^2(0.5 \ x) \ \text{tanh}^2(0.5 \ x) +$$

$$\text{sech}^6(0.5 \ x) (-0.045 + 0.0405 \ \text{tanh}^2(0.5 \ x)) +$$

$$\text{sech}^4(0.5 \ x) (-0.075 + 0.18 \ \text{tanh}^2(0.5 \ x)))$$

And so on.

Thus when we obtain the components the solution becomes

$$u(x,t) = u_0 + u_1 + u_2 + u_3 + u_4 \ldots \ldots \ (28)$$

### 6. Conclusions

The main concern of this article is to build an approximate analytical solution for regularized long wave equation. We have achieved this goal by applying reduced differential transform method. The main advantage of the method is the fact that it provides its user with an analytical approximation, in many cases an exact solution, in a rapidly convergent sequence with elegantly computed terms. Graphical representation is presented to show soliton wave Its small size of computation in comparison with the computational size required in other numerical methods, and its rapid convergence show that the method is reliable and introduces a significant improvement in solving partial differential equations over existing methods.

### References


